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Abstract

Malaria (a mosquito-infected disease) is one of the deadliest communicable diseases in the world. The disease causes

a significant global health challenge. According to the World Health Organisation (WHO), millions of deaths occur every

year worldwide. The mortality rate poses a challenge to authority and management. Over the years, mathematical and

machine learning (ML)-based techniques have been developed to mitigate the scenario. In this study, ML-based

prediction techniques are investigated to predict the presence of malaria in individuals. More specifically, three ML-

based techniques—Logistic Regression (LR), Support Vector Machine (SVM), and Random Forest (RF)—are

employed to differentiate their prediction performance (namely, classification accuracy, precision, recall, and F-score)

over a created database (D) consisting of 350 records. Among the adopted techniques, the LR technique shows overall

better performance over the test data chosen from D. A graphical user interface (GUI) based on LR is also developed

to detect the presence or absence of malaria in any individual.
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1. Introduction

Malaria poses a significant health challenge worldwide. Billions of people in the world die from this disease annually.

Almost 50% of the population in the world is under the threat of Malaria. The disease spreads via infected mosquito bites.

More specifically, the disease is caused by the Plasmodium parasite, which may be of five types, namely, P.falciparum,
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P.vivax, P.malariae, P.ovale, and P.knowlesi. Among these, P.vivax is most widespread [1][2]. Importantly, the disease

commonly occurs in tropical countries. According to WHO, in 2022, there were globally about 249 million cases and

608,000 deaths worldwide [3]. However, malaria is preventable and curable if accurate automated prediction and

forecasting models are developed.

Over the years, several mathematical models have been developed to gain insight into disease transmission strategies

and to prevent or treat the disease. From the literature, it is found that mathematical modeling of malaria communication

started in 1911 with the Susceptible-Infectious-Removed model (SIR), which categorized the hosts and vectors into three

groups [4][5]. In recent years, the epidemiology of malaria has been expressed mathematically from unrealistic to high-level

models [6]. The important metric called the reproductive number (R0) reports the transmission of a disease. In fact, R0

indicates the expected number of contaminated human hosts after effective mosquito bites in a fully susceptible

population [7][8][9]. Thus, R0 furnishes the intensity measure of transmission and reports that an area is disease-endemic

areas if its R0 > 1 [10]. Interestingly, R0 deduces socioeconomic determinants (such as mortality, mobility, and birth

rate) [11].

In order to reduce the affected rate of the disease, effective and timely diagnosis of the disease is essential. Researchers

have shown keen interest in developing prediction and forecasting models for malaria using Machine Learning

approaches such as SVM, DT, RF, extreme gradient boosting, logistic regression, k-Nearest Neighbours, Naïve Bayes,

and multilayer perceptron based on socioeconomic, climatic and environmental data [12]. Certainly, malaria prediction (or

early prediction) models can assist in strengthening prevention and control measures. In 2021, Lee et al. [13] investigated

machine learning classifiers to predict malaria using patient information from parasite case reports. The

study [14] performed an experimental analysis of different machine learning strategies to detect malaria, and the obtained

results report that Random Forest is one of the promising learners, offering overall accuracy.

In this paper, ML-based prediction models are investigated to predict the presence of malaria in individuals. In particular,

three ML-based techniques viz. LR, SVM, and RF are applied to compare their prediction performance (namely

classification accuracy, precision, recall, and F-score) over a created database (D), consisting of 350 records. A graphical

user interface (GUI) based on the logistic regression approach is developed to detect the presence or absence of malaria

in any individual.

The paper is presented as follows. Section 2 describes the methods and materials, including a description of the dataset,

data pre-processing, and the adopted classification algorithms. Section 3 deals with the experimental setup, whereas

Section 4 discusses the achieved results and their analysis. Finally, Section 5 concludes the work.

2. Materials and Methods

A schematic of the overall work activities of the present work is depicted in Figure 1.
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Figure 1. A schematic of the overall work activities

2.1. Dataset Description

The present dataset consists of 350 records, of which 178 are male and 172 are female. Out of 350 records, 150 (80

females and 70 males) records are positive malarial cases, and 200 (108 males and 92 females) are negative cases.

Data pre-processing technique: We use the following strategy for handling missing values of attributes.

Missing values of any attribute (A) for the PTB outcome are replaced by the most frequent value of A for the PTB

instances; likewise for missing values of any attribute (A) for non-PTB instances. Importantly, the present dataset does not

contain missing values and duplicates. But encoding is done in the ‘Gender’ feature.

Further, the present dataset is not a balanced one. That is why a standard stratified data-splitting technique is used to

balance the training set during the learning stage of the learners. In fact, stratified sampling is more functional for

operating on imbalanced datasets. It ensures that the training and test datasets possess the same percentage of class

labels.

2.2. Feature Reduction Technique (FRT)

Feature reduction techniques always improve performance and reduce computational time and overfitting on training data.

In particular, FRT discards redundant features that increase the time complexity of machine learning techniques and

reduce the overall performance of the learning techniques. The feature reduction technique adopted here is the Pearson

correlation coefficient between (non-target, non-target) and (non-target, target) attribute pairs. This is achieved by making

a correlation matrix. If the correlation value between any pair (non-target, target) is less than 0.6, then discard the

attribute.
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2.3. Classification Algorithms

Three competent ML-based techniques, namely Logistic Regression (LR), Support Vector Machine (SVM), and Random

Forest (RF), are here experimented with to compare their prediction performance (namely classification accuracy,

precision, recall, and F score) over a created database (D) with 350 persons. The learners are first briefly explained

below, and then their achieved performances over the created database are presented in the performance tables.

2.3.1. Support Vector Machine (SVM)

The SVM learning technique is used both for classification and regression problems. In machine learning, the technique

was first developed by Cortes and Vapnik (1995) [15]. The technique is very productive for large-dimensional datasets.

2.3.2. Logistic Regression (LR)

This statistical model was originally proposed and popularized by Joseph Berkson, [16], in 1944. It is a binary classification

task based on statistics, where the goal is to predict the probability of an event based on the features. Though the name

implies regression, it is a classification algorithm. The prime benefit of this approach is that it can robustly operate on non-

linear data.

2.3.3. Random Forest (RF)

This technique generates numerous decision trees [17], forming a forest (consisting of m > 1 trees). In fact, it is also known

as an ensemble of decision tree algorithms. In particular, individual DTs are highly sensitive to the training data, i.e., bit

changes in the training sample, DT structure highly changes. So, our model might fail to generalize. That is why RF is

adopted, which is less sensitive to training data. RF applies randomization in two places:

Random sampling with replacement from the training set is used to construct the trees. It is, indeed, bagging (bootstrap

aggregation – sampling with replacement). It reduces sensitiveness to training data.

While training individual trees, a random subset of features (known as feature randomness; usually O(logn) features for

each tree, out of n total features) is used for searching for splits. This attempts to reduce the association among trees

in the random forests (i.e., it avoids a similar act from the trees), which improves the predictive performance.

As different features are used in the trees, the correlation among the trees is reduced. Importantly, by combining these

two cases of randomization, RFs are able to reduce overfitting and achieve better performance as compared to individual

DTs. In our experiment, 10 decision trees are used in the construction of the forest.

3. Experimental Setup

3.1 Performance Metrics
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The performance of the adopted learners is analysed based on various assessment measures like accuracy, precision,

recall, and F1-score and k-fold cross-validation. The mathematical expressions of these metrics are expressed in (1)-(4).

Classification Accuracy (CA) =

TP + TN
TP + TN + FP + FN (1)

Precision =

TP
TP + FP (2)

Recall =

TP
TP + FN (3)

F1 Score = 2 ∗

 Precision ∗  Recall 
 Precision +  Recall (4)

where TP, FP, TN, and FN denote respectively true positive, false positive, true negative, and false negative.

In k-Fold cross validation approach, the original dataset (D) of 350 individuals is split into equal size sub-datasets. The

number of subsets depends upon the value of k (e.g., 2, 3, 4,..). Of note, one subset is used for test purposes, and the

remaining (k-1) subsets (combined) are used for learning purposes. Each subset (out of k subsets) is distinctly used for

test purposes. So, we may capture the mean accuracy for each k-fold.

In the present study, values of k are respectively 2, 4, 5, 10. For carrying out the experiments and developing the GUI,

Python 3.9 is used.

4. Results and Discussion

4.1 Results

Based on k-fold (k = 2, 4, 5, 10) cross-validation, the performance measures of the used competent classification

algorithms are presented respectively in Tables 1, 2, 3. For each performance metric, a mean value with standard

deviation (s.d.) is reported.

K-Fold
SVM
(mean-CA% ± s.d.)

LR
(mean-CA% ±s.d.)

RF
(mean-CA% ± s.d.)

K=2 92.28±0.008 93.14±0.01 90.85±0

K=4 91.14±0.01 93.70±0.01 91.71±0.02

K=5 92.28±0.02 92.28±0.02 91.71±0.02

K=10 92.28±0.02 93.42±0.02 90.28±0.04

Table1: Accuracy performance comparison of the classifiers for

different k-folds
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K-Fold
SVM
(mean-precision% ±s.d.)

LR
(mean-precision% ±s.d.)

RF
(mean-precision% ±s.d.)

K=2 91.29±0.03 92.01±0.01 88.37±0.01

K=4 90.96±0.05 92.63±0.02 89.81±0.05

K=5 91.45±0.05 91.58±0.04 91.31±0.07

K=10 91.03±0.07 91.35±0.04 89.11±0.08

Table 2. Precision performance comparison of the classifiers for different k-folds

K-Fold
SVM
(mean-recall% ±s.d.)

LR
(mean-precision% ±s.d.)

RF
(mean-precision% ±s.d.)

K=2 90.70±0.009 92.14±0.03 91.34±0.003

K=4 88.69±0.03 92.78±0.03 90.76±0.01

K=5 89.85±0.04 90.72±0.05 87.57±0.03

K=10 89.65±0.07 93.60±0.03 91.44±0.08

Table 3. Recall performance comparison of the classifiers for different k-folds

K-Fold
SVM
(mean-F-score% ±s.d.)

LR
(mean-F-score% ±s.d.)

RF
(mean-F-score% ±s.d.)

K=2 90.95±0.01 92.01±0.01 89.39±0.002

K=4 89.56±0.01 91.64±0.01 90.65±0.02

K=5 90.65±0.03 90.90±0.02 89.05±0.02

K=10 90.35±0.04 92.34±0.02 90.03±0.05

Table 4. F-score performance comparison of the classifiers for different k-folds

4.2. Discussion

As presented in Table 1, the maximum mean classification accuracy- 93.70% (with very low s.d. 0.01) is yielded by the LR

learner. Further, for all k’s (2, 4, 5, and 10), it maintains consistency in accuracy. Also, the s.d. around CA is very low- this

indicates that the classifier LR is much reliable for the prediction of malaria cases.

In Table 2, the precision results for different k-values (2, 4, 5, 10) are presented. The highest mean precision measure is

92.63% (with s.d. 0.02), and it is bagged by the learner logistic regression. Table 3 shows the recall data of the learners

for different values of k. The maximum mean recall value is 93.60% (with s.d. 0.03) at k=10, and it is achieved by the LR

learner too. Finally, the F-score results of three classification algorithms considering different values of k are presented in

Table 4. The maximum mean F-score value, 92.34%, is again yielded by the LR learner.

Now, from all the four tables, it is noticed that logistic regression carries out better amongst all for the experimented values

of k (2, 4, 5, and 10). This reveals that LR is the most accurate model among the adopted learners in this study. So, the

best performing knowledge yielded by logistic regression (out of k=10 folds) is captured, and a graphical user interface

(GUI) based on this knowledge is designed for the prediction of malaria disease. The GUI is shown in Figure 2.
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Figure 2. Logistic regression-based GUI for prediction of malaria disease

5. Conclusion and Future Scope

The research was undertaken using malaria data, and pre-processing was performed. Further, correlation coefficient

analysis was performed for feature selection. On the dataset with selected features, three classification algorithms were

applied (SVM, LR, RF) along with k-fold (k=2, 4, 5, and 10) cross-validation. This enabled considerable data analysis to

be performed conclusively to determine the optimal result. From the results, it may be concluded that logistic regression

performs better in all aspects as compared to other investigated algorithms (in this research) in terms of performance

parameters like accuracy, recall, precision, and F1-score.

Future work will include more data collection, extensive data sampling, and the study with other classifiers for further

analysis of the dataset.
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