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Abstract

An alternative approach towards quantum theory is described, and
tentative attempts to connect his approach to special and general rela-
tivity are discussed. Important concepts are gauge groups and informa-
tion/entropy connected to some physical systems. Some recent results
on information in connection to black holes are touched upon, and it is
indicated how expected information can be argued to be conserved. This
argument only depends on what happens outside the black hole. Every-
thing connected to the interior of the black hole is inaccessible.

1 Introduction

To find a conceptual basis from which quantum theory and general relativity
both can be understood is one of the most challenging problems in modern
physics. Many researchers and several research groups have made their pro-
posals on how to attack this problem. The most well-known approaches are
the following three: 1) Quantum loop theory. (For a popular partial account,
see Rovelli [1]). 2) String theory. (For a brief introduction, see Susskind and
Lindsay [2]). 3) The pure mathematical modelling approach. (See for instance
Laudal [3]). From my point of view the operational approach by Hardy [4] may
be particularly enlightening. Several relevant references can be found in the
latter paper.

In contrast to these references, I will rely on a new and different approach
towards the axioms of quantum theory. The approach started with the book [5],
and has now been further developed in a series of articles. A summary of the
theory is now given in [6]. Central to the theory is a simple model of the mind
of an observer, a model which may be generalized to the mind of any person. It
first relies on what I call theoretical variables, which may be physical variables,
but in the process of planning, doing, or interpreting experiments, the variables
are also assumed to exist in the mind of a relevant actor. From a mathematical
point of view, my only requirement for the theoretical variables is the following:
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If λ is a theoretical variable and θ = f(λ) for some fixed function f , then θ is
also a theoretical variable.

Some theoretical variables may be accessible, that is, by experiment or mea-
surement, it is possible at a certain time in the future to obtain as good in-
formation about them as we want to. This definition may be unclear to some
readers, but again, from a mathematical point of view, I will stress taht the
only property that I require about my accessible variables is: If λ is accessible,
and θ = f(λ) for some fixed function f , then θ is accessible. From a physical
point of view, two examples of accessible variables are the theoretical position
or theoretical momentum of a particle. I say theoretical since I model mea-
surement as a theoretical value plus random error. This is in the tradition of
statisticians, who will regard my theoretical variables as parameters. I have
deliberately avoided the word parameter in my theory since this word also has
different meanings for a physicist.

Another, and perhaps simpler, physical example of an accessible variable, is
the spin component in a fixed direction a of some particle with spin. In quantum
theory, this is a discrete variable, and for discrete variables, exact values can be
obtained by good experiments, say, a Stern-Gerlach experiment.

Now to my model of the mind of some actor: I assume that in some fixed
context he has several accessible variables in his mind, say θ, η, ξ, .... These
may be physical variables as above, but they may also be completely different
theoretical variables. As a first model assumption assume that there exists an
inaccessible variable φ such that each accessible variable is a function of φ.

In this model assumption, the theoretical variables, in particular the inac-
cessible variable φ, are seen as mathematical variables.

In the two physical examples above, it is easy to give concrete realisations of
such a φ. In the first example it can be taken to be the vector (theoretical po-
sition, theoretical momentum), which is inaccessible by Heisenberg’s inequality.
In the second example we can use the abstract spin vector as φ. For an electron,
say, the component in direction a can be taken as θa = fa(φ) = sign(cos(φ, a)).
If φ is given some natural probability distribution, each θa will get the correct
distribution.

In general, the existence of φ must just be seen as a model, but it turns
out to be a useful model. In this model, all variables are seen as mathematical
variables.

In both the examples above, the relevant, accessible variables mentioned
may be seen as maximal, and no ‘larger’ accessible variables may be found by
the following partial ordering: Say that θ is ‘less than or equal to’ λ if θ = f(λ)
for some function f . By using Zorn’s lemma on this partial ordering, it follows
from the model that maximal accessible variables always exist. These turn out
to be important.

This model is developed in two books [5] and [7], and in the papers [8], [9]
and [10].

In [6], the model is generalized. Instead of looking upon theoretical vari-
ables as mathematical variables, I then only concentrate on physical variables,
and they are all accessible. From a physical point of view, it is not a reason-
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able assumption that the inaccessible theoretical variables are assumed to have
sharp values. For instance (position, momentum) cannot, taking into account
Heisenberg’s inequality, be assumed to take physical values (x, p).

In this generalization, some simple elements of category theory are used.
The space Ωφ over which the maximal accessible variable φ was assumed to
vary is replaced by an object Ω, called the space of notions for the observer, and
morphisms between objects are considered. In particular, I consider a space K
of automorphisms from Ω onto Ω, and the main model assumption above that all
accessible variables are functions of φ, is replaced by the following assumption:
For every accessible variable η there is a morphism from Ω onto the space Ωη.

The notions of the basic space Ω may be thought of as anything that is
in the mind of the given observer. The basic model can be seen in relation
to the philosophy of Convivial Solipsism founded by Hervé Zwirn [11]: Every
description of the world must be with respect to the mind of some observer.
But different observers may communicate.

In Section 2 below, I show that, by adding suitable symmetry assumptions
to this model, essential elements of quantum mechanics emerge. In the theory
that is developed here, we may think of theoretical variables and the notions
in the mind of some single person. But alternatively, we may also think of
theoretical variables and notions in the joint minds of a communicating group
of persons. The only difference in the latter case, is that the accessible variables
must always be defined in words, in order that communication shall be possible.

In general, one may take the standpoint that every scientific theory (includ-
ing what I will present below) is coupled to the mind of at least one person or
to the joint minds of a group of communicating persons. In this connection,
concepts must be formed in this mind (these minds), in particular, what I have
called accessible theoretical variables. In the present paper, these variables, in
agreement with the models above, will be physical variables like space, time,
mass, momentum, charge, spin component etc., that, in most cases may be said
to have an existence related to an objective reality, at least in classical theories,
but in connection to measurements, to theory building and theory assessments,
the variables must also be said to exist in the mind of some person and/or in the
joint minds of a group of communicating persons. He/they may simply think
of these variables.

An alternative option may be to just see physical variables as ‘stand-alone’
objects connected to some established mathematical model. Regardless of how
we regard these variables, we need a measurement theory. It is argued in [5] that
a quantum theory of measurement is much easier to understand if one takes as
a basis the version of variables that exist in our minds.

In chapter 4 of [5] and in [6], essential elements of quantum mechanics are
deduced from some concrete theorems regarding these theoretical variables. Our
task here will be to try to connect such variables to relativity theory as well,
and to look at some consequences of such connections.
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2 Quantum theory from theoretical variables

This author has a background as a statistician, but from this background he has
worked with the foundation of quantum mechanics for many years. The result
of this work is the book [5] and several published papers in physics journals and
on the arXiv. The work is now summarized in [6].

One main result from [5], as generalized in [6], is the following:

Theorem 1 Consider a situation where there are two maximal accessible
theoretical variables θ and ξ, which are real-valued or real vectors. Make the
following assumptions:

(i) On one of these variables, θ, there can be defined group actions from a
transitive group G with a trivial isotropy group and with left invariant measure
ρ on the space Ωθ.

(ii) There exists a unitary multivariate representation U(·) of the group G
defined on θ such that the coherent states U(g)|θ0〉 are in one-to-one correspon-
dence with g ∈ G and hence with the values of θ.

(iii) The two maximal accessible variables θ and ξ can both be seen as
functions of an inaccessible variable φ: θ = vθ(φ) and ξ = vξ(φ). There is a
transformation k acting on the space Ωφ such that vξ(φ) = vθ(kφ).

Then there exists a Hilbert space H connected to the situation, and to ev-
ery accessible theoretical variable there can be associated a unique symmetric
operator on H.

Of course the Hilbert space H here is the one associated with the representa-
tion (ii) in the theorem. The most important result is that for every accessible
theoretical variable there is an associated unique operator on this Hilbert space.
Explicit formulas for the operators of θ and ξ are given in [5], [6] and [7]. To find
the operators of other accessible theoretical variables, we can use the spectral
theorem.

To understand this theorem, some definitions are necessary; for these, see
the Introduction above.

To repeat: Mathematically, to prove the theorem, we only need the following
conditions: If λ is a theoretical variable, then θ = f(λ) for some fixed function
f , then θ is also a theoretical variable. And if λ is accessible, then also θ
is accessible. But in the interpretation of the theorem, I choose to connect
the variables to the mind of an observer or to the joint minds of a group of
communicating observers. The notion of a theoretical variable can then be seen
as a generalization of the statistician’s parameter notion. As such it is crucial, at
least in the continuous case, to distinguish between data and variables. Future
data can be modelled as (theoretical) variables plus random noise.

It is important that, in situations related to quantum theory as approached
in [5], inaccessible theoretical variables also exist, like the full spin vector of a
particle or the vector (theoretical position, theoretical momentum). However,
these are not assumed to take sharp values. Thus Heisenberg’s uncertainty
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relation is an important assumption behind the theorem, essentially the only
physical assumption that is needed.

The assumption (iii) can be satisfied under weak conditions. When it is
satisfied, we say that the variables θ and ξ are related. When no such sets of
functions can be found, we say that θ and ξ are essentially different.

The operators of related theoretical variables have a close relationship. To
formulate this precisely, we first need a definition.

Definition 1 The accessible variable θ is called permissible with respect to the
group K acting on Ωφ if the following holds: vθ(φ1) = vθ(φ2) implies vθ(tφ1) =
vθ(tφ2) for every t ∈ K.

This notion is studied thoroughly in [8]. The main conclusion is that if θ(·)
is permissible, then there is a group G acting on the image space Ωθ such that
g(θ(φ)) is defined as vθ(kφ); k ∈ K. The mapping here from K to G is a
homomorphism. If K is a transitive group on Ω, then G is transitive on Ωθ.
(See Lemma 4.3 in [5].)

Theorem 2 Assume that the function θ(·) and ξ(·) are permissible with
respect to a group K acting on Ω. Assume that K is transitive and has a trivial
isotropy group. Let T (·) be an irreducible unitary representation of K such that
the coherent states T (t)|ψ0〉 are in one-to-one correspondence with t. For any
transformation t ∈ K and any such unitary representation T of K, the operator
T (t)†AθT (t) is the operator corresponding to θ′, given by θ′(φ) = θ(tφ).

In addition, there is a unitary operator W on the Hilbert space such that the
operators associated with θ and ξ are connected by Aξ = W †AθW .

Theorem 2 is proved in the Appendix of [6].
In Chapter 4 of [5], and also in [6], it is proved that, in the discrete case,

essential elements of ordinary quantum mechanics follow from variants of The-
orem 1 and Theorem 2 above. In this case, it is also shown explicitly how G,
k, and K can be chosen. Thus the theory simplifies considerably in the finite-
dimensional case: No symmetry assumption is needed. By only assuming that
θ and ξ both take n values and are maximal, the whole Hilbert space formalism
results.

In general, the assumption that there can be defined a transitive group
G acting upon θ is crucial. It can easily be satisfied when the range of θ is
finite or is the whole line R1, but is also relevant when θ is a vector. As an
example, assume that θ takes all values in some Euclidean space Rp. Then all
the necessary assumptions are satisfied by the translation group: θ 7→ θ + α,
where α is some arbitrary vector in Rp. In the finite case, the group G can be
taken to be the cyclic group on Ωθ. When θ and θ′ take two values, say −1 and
+1, they can be taken to be spin components, and the group K can be defined
as the group of rotations in the plane determined by the two components.

Thus Theorem 1 and Theorem 2 can be used in a new foundation of quan-
tum theory, and this foundation is in no way limited to finite-valued or scalar
variables.
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However, in the discrete case, more can be proved [5, 6]: The set of eigenval-
ues of the operator Aθ equals the set of possible values of θ. The accessible vari-
able θ is maximal if and only if each eigenvalue is single that is, each eigenspace
is one-dimensional. This gives a nice interpretation of the eigenvectors of opera-
tors with a physical interpretation. In the present article I will limit the concept
of state vectors to vectors that can be given such an interpretation. It is shown
in [6, 7] that certain entangled states may also be interpreted in this way.

In [6], all the mathematical proofs are now collected.
In the finite-dimensional case, the eigenspaces of the operators connected to

variables λ are in one-to-one correspondence with questions: ‘What will be the
value of λ if I measure it?’, together with a sharp answer ‘λ = u’. If and only if
the accessible variable λ is maximal, the eigenspaces are one-dimensional. This
gives a concrete, very simple interpretation of many unit vectors in the Hilbert
space. The difficult problem of determining when all relevant unit vectors in
some concrete situation can have such an interpretation is briefly taken up in
the technical paper [33].

Having established this important foundation, the main other foundational
result to prove is the Born formula. In [5] and [6], this formula is proved un-
der the following three assumptions: 1) The likelihood principle from statistics
holds (this principle is motivated in Chapter 2 of [5]). 2) The actor performing
the relevant experiment or measurement has ideals that can be modelled by a
perfectly rational abstract being. 3) The state in the mind of this actor de-
scribing the physical system before the measurement or experiment is coupled
to a maximal accessible variable. It can be shown [6] that the Born formula
can be given a form where the last assumption can be dispensed with, but then
we have to assume that the relevant theoretical variable θ is dominated by a
maximal accessible variable η such that the conditional distribution of η, given
θ is uniform.

In [5] the derivation of the Schrödinger equation is also taken up.
One can also, from this basis discuss several so-called paradoxes of quantum

mechanics. In particular, in connection to the Schrödinger cat paradox, it is
argued for a version of quantum theory where the state vector concept is limited
to eigenvectors of physically meaningful operators. In this version it is possible
to link all pure states to question-and-answer pairs as above. In the present
article I will limit my discussion of quantum theory to situations where the
above link can be assumed. I will also assume that the questions above in
certain cases can be answered by ‘I don’t know’, and I will assume an epistemic
interpretation of quantum mechanics.

In this version linear combinations of states are limited to combinations of
the form

|b〉 =
∑
j

||a, j〉〈a, j||b〉 =
∑
j

〈a, j|b〉|a, j〉, (1)

for a complete orthonormal set of states {|a, j〉}.

Example 1. Schrödinger’s cat. The discussion of this example concerns
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the state of the cat just before the sealed box is opened. Is it half dead and half
alive?

To an observer outside the box the answer is simply: “I do not know”.
All accessible theoretical variables connected to this observer are free of any
information about the status of life of the cat. But on the other hand an
imagined observer inside the box, wearing a gas mask, will of course know the
answer. The interpretation of quantum mechanics is epistemic, not ontological,
and it is connected to the observer. Both observers agree on the death status
of the cat once the box is opened.

Example 2. Wigners friend. Was the state of the system only determined
when Wigner learned the result of the experiment, or was it determined at some
previous point?

My answer to this is that at each point in time a quantum state is connected
to Wigners friend as an observer and another to Wigner, depending on the
knowledge that they have at that time. The superposition given by formal
quantum mechanics corresponds to a ‘do not know’ epistemic state. The states
of the two observers agree once Wigner learns the result of the experiment.

Example 3. The two-slit experiment. This is an experiment where all real
and imagined observers communicate at each point in time, so there is always
an objective state.

Look first at the situation when we do not know which slit the particle goes
through. This is a ‘do not know’ situation. Any statement to the effect that
the particles somehow pass through both slits is meaningless. The interference
pattern can be explained by the fact that the particles are (nearly) in an eigen-
state in the component of momentum in the direction perpendicular to the slits
in the plane of the slits. And by de Broglie’s theory, momentum is connected
to a wave. On the other hand, if an observer finds out which slit the particles
go through, the state changes into an eigenstate for position in that direction.
In either case, the state is an epistemic state for each of the communicating ob-
servers, which might indicate that it in some sense can be seen as an ontological
state. But this may be seen as a state of the screen and/or the device to observe
the particle, not as an ontological state of the particle itself.

For further consequences of this theory, see [5] and [6].

3 Causality, inference, and reality

The book [5] concentrates on epistemic processes, processes to obtain knowledge
through experiments or measurements. (Of course, there are also other ways to
obtain knowledge; this is largely ignored in [5].) A very important problem that
remains to be discussed is to what extent the results of such epistemic processes
can be associated with some sort of reality, a ‘real’ world. The only statement
about this given in [5] is the following: ‘If all real and imagined observators can
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be said to agree on the result of some experiment or measurement, then this is
a strong argument to the effect that this result can be coupled to some reality.
This conclusion is strengthened if the experiment is done in a ‘proper’ scientific
way.’

Recently, a deeper discussion of the reality question was attempted by Schmid
et al. [12]. Two weaknesses of that paper, however, are first that statistical in-
ference is limited to Bayesian inference, and next that the paper in some sense
mixes the concept of ontology with something related to cause-and-effect rela-
tions. Another answer to the question of whether classical ontology can be made
compatible with quantum mechanics is given by Evans [13], a paper where [12]
is criticized as well. My own views on this question are now given in [14].

4 Theoretical variables related to relativity the-
ory

It is sometimes said that one of the obstacles to combining quantum theory and
general relativity theory is that in quantum field theory [15], say, time and space
are independent variables, while in general relativity theory, time and space are
the basic constituencies. I want to tune down this difference here: To me, here
time and space are physical variables, but also theoretical variables associated
with the mind of some actor or to the joint minds of a group of actors. In a
given situation, some actors may focus on the theories where time and space
are independent variables (relativity theory), while other actors may focus on
theories like quantum field theories. Most people do not focus on any of these
theories at all, but researchers trying to think deeply do. In the following I
will not rely on any of the deep theoretical variables that recent researchers
have invented in attempts to understand the general situation. In particular,
I will not mention strings, loops, or multiple universes. I will only take as my
points of departure simple variables, in particular space and time, momentum
and energy. It is interesting, however, to ask whether my approach towards
quantum mechanics can be generalized to modern quantum field theories in the
way these theories are developed as a background for the standard model in
physics.

5 Field theories and gauge groups

I will start with classical field theories, where by ‘classical’ I also include special
and general relativity theory. The field theories will be seen as models in physics,
and as such, they also exist in the joint minds of a communicating group of
physicists. In a concrete setting, important variables are space and time. A
concrete event can always be thought of as taking place at a specific time-
space point τ = (t, x, y, z), where t is the time as measured by some actor, and
(x, y, z) are the space variables as measured by the same actor. In general, τ is
a theoretical variable, and it varies in, say Ωτ .
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A field is then defined as a function from Ωτ to another mathematical space
Ωψ:

τ 7→ ψ(τ). (2)

In agreement with my previous theory, I assume that some fields are acces-
sible. Physical examples are electrical and magnetic fields. As my first basic
model, I assume the existence of a large inaccessible field φ = φ(τ) such that
all accessible ones are functions of this field, say θ(τ) = fθ(φ(τ)). I assume just
that φ takes values in some mathematical space Ωφ. But I also assume that a
group K is defined acting on Ωφ. If θ(·) defined by τ 7→ θ(τ) is accessible, then
G is assumed to be a transitive group acting on Ωθ. It may or may not be that
the function fθ is permissible with respect to K. If it is permissible, then G
may be defined by gfθ(φ(τ)) = fθ(kφ(τ)) for k ∈ K.

A local variant of this will appear if the group elements g ∈ G and k ∈ K
depend on the time-space point τ , and perhaps also fθ depends on τ . In the
global case also φ(·) is independent of τ .

The field φ defined above must be considered just as a mathematical variable;
it can have no physical interpretation. The whole approach corresponds to
Section 3 in [6]. In Section 4 there, I concentrate on physical variables, and they
are all accessible. Then I build on some simple category theory, and I replace
Ωφ with a basic underlying object Ω, interpreted in [6] as a space of notions
connected to an observer or joint notions for a set of communicating observers.
The group K is now a group of automorphisms on Ω, assumed to exist. The
basic assumption is the following: For each accessible physical field θ(τ) there
exists a set of morphisms vτθ from Ω onto Ωθ and at least one u = uτ ∈ Ω such
that θ(τ) = vτθ (uτ ).

In the first case, a quantum version of the field theory may tentatively be
defined by appealing to Theorem 1 and Theorem 2 above. Versions of these
theorems for the second model are also given in [6]. The basic assumption behind
these versions of Theorem 1 is that we have two related maximal accessible fields
θ(τ) and ξ(τ), and that the group G acting upon Ωθ has certain properties.
Specifically it should be transitive and have a trivial isotropy group, and it
should have an irreducible representation U(·) such that the coherent states
U(g)|θ0〉 for some fixed state vector |θ0〉 are in one-to-one correspondence with
g.

If this is the case, quantum operators Aθ(τ)and Aξ(τ) can be defined for each
τ . In the global case, these operators will be independent of τ ; in the local case,
they will depend on τ .

Here, I will not go into concrete applications of this other than some associ-
ated with relativity theory, but I will define in general what I mean by a gauge
group.

Definition 2 The gauge group is a subgroup H of the group K, and it is de-
fined with respect to all (maximal) accessible fields and variables θ(·), ξ(·), λ(·)....
Specifically, it is defined as the maximal group such that for each τ all θ(τ), ξ(τ), λ(τ)...
are constant; in the first model: fθ(hφ) = fθ(φ) and so on.
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As before, we can have a local variant where the elements h depend on the
time-space variable τ .

It is enough to verify the criterion of constancy for the maximal variables.
And if the maximal variables are related, it is enough to verify this criterion for
one variable.

Note that a change of gauge h will not affect any accessible variables, so
the physics will be the same. Gauge theories are central in modern physics, in
particular in connection to quantum field theory; I will not go further into any
of these themes here, but refer to [15]. However, I am interested in a possible
gauge theory associated with special and general relativity; this will be very
briefly discussed later, but it is convenient to introduce a Lagrangian density
and a Lagrangian already here.

In the first model, assume that derivatives with respect to the four-vector
τ can be defined in the space Ωφ, and let the components be ∂µφ for µ =
1, ...4. Denote the space in which this four-vector varies as Ωπ, and define
Ωψ = Ωφ⊗Ωπ. The Lagrangian density is then defined as some function on Ωψ,
and the Lagrangian as the integral of this function over four-space, which can
be seen as a function on the field ψ(·). I will not consider here how to generalize
to the second model.

In order to include the Lagrangian, we now extend Definition 2 to the field
ψ(·), and assume that the group K can be defined to act on the whole space Ωψ.
The accessible variables θ(τ), ξ(τ), λ(τ)... may also be defined on Ωψ in general.

6 Information and entropy

Since Shannon [16[, information has been coded in bits. However, the term
information also has wide connotations: one person can have information about
other persons or about phenomena in the real world. In his mind, this is coded
in terms of theoretical variables. In this article, I will consider a situation where
an actor or a group of communicating actors have focused on one particular
maximal accessible variable θ. The information connected to this situation can
be formulated in terms of the bits associated with the different values of θ. Note
again that this information depends upon the particular actor/ group of actors.
In a concrete relativistic setting, θ = τ may for instance be the spacetime values
connected to some physical system, and we may also be interested in the com-
plementary variable ξ, the energy-momentum vector connected to the physical
system. The information associated with these complementary variables will in
general be different. We consider first the case where θ and ξ take a finite or
countable set of values.

The Shannon information associated with a variable assumes a probability
distribution over this variable. We will assume that our knowledge of the max-
imal accessible variable θ is given by a pure state which alternatively can be
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described by the density operator

ρ =
∑
i

piPi, (3)

where Pi = |ψi〉〈ψi| are orthogonal one-dimensional projection operators, and
pi are probabilities. Then the Shannon information is given by

Hθ = −
∑
i

pilog(pi), (4)

where the logarithm is with respect to the basis 2.
Assume now a complementary, maximal accessible variable ξ, which through

Theorem 1 is associated with an operator Aξ =
∑
j ajQj , where the Qj =

|φj〉〈φj | constitute another orthogonal set of one-dimensional projection opera-
tors. Then through Born’s rule the probabilities of the different values are

qj = 〈φj |ρ|φj〉, (5)

and the associated Shannon information is

Hξ = −
∑
j

qj log(qj). (6)

Analogous formulas hold for the continuous case. For a random variable
with probability density f(x), the Shannon information is

H = −
∫
x

f(x)log(f(x))dx. (7)

From a physical point of view, it is very important that Shannon’s informa-
tion is proportional to the thermodynamic concept of entropy. The proportion-
ality constant is Boltzmann’s constant kB (when natural logarithms are used).
This connection was first made by Ludwig Boltzmann, and expressed by his
equation for entropy

S = kB ln(W ), (8)

where W is the number of microstates that can give a given macrostate. It is
assumed that each microstate is equally likely, so that the probability of a given
microstate is pi = 1/W .

According to Jaynes [17], thermodynamic entropy, as explained by statistical
mechanics, should be seen as an application of Shannon’s information theory:
The thermodynamic entropy is defined as being proportional to the amount of
further information needed to define the detailed microscopic state of the sys-
tem. Adding heat to a system increases the thermodynamic entropy because
it increases the number of possible microstates. Maxwell’s demon can hypo-
thetically reduce the thermodynamic entropy of a system by using information
about the states of individual molecules, but as shown by Landauer [18] and
later coworkers, to function, the demon himself must increase the thermody-
namic entropy in the process by at least the amount of Shannon information
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the demon uses in the process. Landauer’s principle imposes a lower bound on
the amount of heat a computer must generate to process a given amount of
information.

Information systems have been studied by several authors. As an example,
I will mention the article [19] by Liang et al., who obtain relationships between
information entropy and certain knowledge measures.

It is a basic principle of physics that the entropy of a closed system can never
decrease.

Example
Imagine two scientists A and B, both busy with writing articles on ther-

modynamics, information and entropy. Both want to illustrate their theories
with an example based on a deck of 52 cards. They have certain ideas on the
random process of shuffling the deck, and they want to describe these ideas in
some detail. At the same time, they want to illustrate the physical law that
entropy increases. So both say that the shuffling process starts in a state with
low entropy: The deck is ordered. However, there is a difference between A
and B. To A, an ordered deck starts with the ace of spades, then the two of
spades, all the other spades, then the hearts, then the diamonds, and finally all
the clubs. To B, an ordered deck starts with all the aces, then all the two’s, the
three’s and so on.

My point is that the description of the state of the deck after one shuffling,
will not be the same for A and for B. In a way, the state concept depends upon
the actor. In the same way I will say that the entropy in physics in principle
must be based on a concept of states that may depend on an actor, an observer.

In 1927, John von Neuman proposed a formula for the entropy connected to
a quantum mechanical mixed state ρ:

S = −kBtrace(ρln(ρ)). (9)

Apart from the constant kB and the base of the logarithm, this equals (4) when
the state is given by (3). It is connected to the distribution of the maximal
accessible variable θ that the actor in question has knowledge of. Any other,
complementary variable ξ will be connected to another entropy (compare (6)),
but it is given by similar formula.

Algorithmic randomness is defined by the size in binary digits of the short-
est message that can reproduce the microstate of a system uniquely in some
given setting. This definition was used by Zurek [20] to discuss algorithmic ran-
domness to measure disorder without any recourse to probabilities. Gibbs and
Boltzmann’s entropy, as well as Shannon’s information theoretic entropy then
provide estimates of the expected value of the algorithmic randomness.

In [21], there is a thorough comparison between on the one hand Kol-
mogorov’s fundamental concept of complexity, which is the length in bits of
the shortest computer program that prints a given sequence of symbols and
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then halts, and Shannon’s concept of information on the other hand. Although
their primary aim is quite different, and they are functions defined in different
spaces, there is a close relationship between the two concepts. It is also pointed
out that there is a relationship to the statistical notion of sufficient statistics.

Shannon’s information has two interpretations: one axiomatic connected to
H as a function of probabilities, and one coding interpretation. The latter de-
rives from entropy as the minimum average length in bits needed to encode
outcomes in some sample space. There is also a connection between Shan-
non information and Kolmogorov complexity: Expected Kolmogorov complexity
equals Shannon entropy. Both concepts lead to a notion of mutual information
I between two variables θ and ξ:

I(θ, ξ) = H(θ)−H(ξ|θ). (10)

In a statistical setting one can talk about the mutual information between
data x and parameter θ, related to the probabilistic model for data, given a
parameter and a possible prior for this parameter. A function of data S(x) is
sufficient relative to the model iff

I(θ, x) = I(θ, S(x)) (11)

for all prior distributions of θ. This is equivalent to

H[x|θ) = H(S(x)|θ) (12)

for all θ.

7 Special relativity

Both special and general relativity theories discuss how variables change when
the observers change. For space and time this is essential: Special relativity
theory is concerned with observers that move with a uniform speed relative to
each other; in general relativity theory relative acceleration is allowed.

However, none of these theories take up the problems associated with the
fact that concepts can be related to the minds of people. Here I want to discuss
some aspects of this. I will first concentrate on special relativity theory.

Take as a point of departure an observer A with space coordinates (0, 0, 0),
and let the time t run. Relative to this observer, a given physical system, say, a
particle, may be characterized by special values of the four-vector θ = (t, x, y, z),
which for instance may give the location of the particle at time t for this observer.
This may be accessible at some fixed time t, but is inaccessible as a process.
Alternatively, one may look upon the ‘particle’ as a wave, specify its frequency
f and its wavevector k, hence its energy E = hf and its momentum p = hk,
that is, values of the four-momentum ξ = (E, px, py, pz). Both θ and ξ are
maximal accessible variables and can be seen as physical variables, but may
also be associated with the mind of the observer A. We can show that by
Theorem 1, these two variables imply a Hilbert space H, and on this Hilbert
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space, θ has an operator Aθ, and ξ has an operator Aξ. Both these operators
change when the observer changes.

Crucially for the proof of Theorem 1 are the definition of the group G on
the θ-space, the definition of the inaccessible variable φ, and the construction
of a suitable transformation k in the φ-space. For G, we may take the group of
4-dimensional translations. We can just take φ = (θ, ξ) and let k be a suitable
element of the Weyl-Heisenberg group acting on φ.

It is also crucial here that θ and ξ can be looked upon as theoretical vari-
ables, not necessarily data. Earlier, all theoretical variables were denoted by
Greek letters; it is hoped that the Latin letters above do not lead to any misun-
derstanding. It is assumed that the measurement of any function of θ, say the
x-coordinate, can be modelled by the theoretical variable x plus some random
noise.

Note that the Poincaré group P also can be seen as acting on the four-
momentum ξ.

Let B be an observer that moves relative to A with a constant speed v < c.
Then both θ and ξ change according to actions of the Poincaré group P . This
group is transitive on the relevant spaces. Its group elements p can be seen
as a combination of a translation g and a member l of the Lorentz group.
The Lorentz group in turn consists of rotations and Lorentz boosts, coordinate
frames moving with constant velocity along the positive x-axis.

Assume that the given event is in the future light cone both for A and for B
at time 0. The clocks are calibrated such that t = 0 for A coincides with t′ = 0
for B.

Unitary representations of the translation group G are discussed in text-
books. I will not go into details here. It suffices to say that a representation
U(g) can be found that the coherent states U(g)|ψ〉 are in one-to-one correspon-
dence with the group elements g. Thus from Theorem 1 operators Aθ and Aξ

acting on a suitable Hilbert space may be constructed.
If p is the element of the Poincaré group transforming θ for observer A into

the corresponding coordinate θ′ for B, then Aθ
′

= V (p)†AθV (p), where V is a
unitary irreducible representation of the Poincaré group. Such representations
were discussed by Wigner in 1939 [22].

To study the change of the operator Aξ when A is replaced by B, we first
need some group element k in a larger group K acting on the vector φ = (θ, ξ)
such that (ξ, θ) = k(θ, ξ). This can be achieved by considering a variant of
the Weyl-Heisenberg group connected to the observer A. Let p in the Poincaré
group also be seen as a member of the large group K by p(θ, ξ) = (pθ, ξ). Then
(θ′, ξ′) = h(θ′, ξ) is found from h = kpk since k2 is the identity. By Theorem 2,
we then get Aξ

′
= T (h)†AξT (h) for some unitary irreducible representation T of

the large group K. It is left to prove that the relevant functions are permissible
with respect to the group K, but this I will leave as an open mathematical
problem.

Operators associated with groups can be constructed in many ways. One
well-known is as generators of Lie algebras connected Lie groups. This approach
is taken in [23] for the Poincaré group and several related groups. An interest-
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ing feature is that all the groups are derived there through symmetries of the
commutation relations associated with Heisenberg’s uncertainty relations.

But go back to the two observers and their theoretical variables in the way
this was introduced above. We have two possibilities: The relationship between
the observers may be timelike or it may be spacelike. In the first case, assume
that B is in the future light cone for A. Both observe the event given by A
as happening at time t and space coordinates (x, y, z). Both have in principle
two possibilities: They can measure θ = (t, x, y, z), respectively θ′, or they can
measure the complementary variables ξ = (E, px, py, pz), respectively ξ′.

Look first at the timelike case. Assume an ideal situation such that A imme-
diately after his measurement is able to send his result to B with a light signal
travelling with speed c. Then B knows the value of either θ or ξ, and by using
his knowledge of the Poincaré transformation, he can find the corresponding θ′,
respectively ξ′. By Heisenberg’s uncertainty relation he is not allowed to know
both these variables exactly. But that must mean that he at the same time is
not able to choose to measure the other variable. Hence we seem to conclude,
by using both relativity theory and quantum mechanics in our reasoning, that
in this case, B is limited in his choice of measurement. However, this contra-
dicts the axiom of free choice. Hence one must modify the reasoning behind
this paradox. The simplest modification is to assume that A always must have
a shorter or longer delay in time from the moment he receives the result of his
measurement to the moment when he is able to send his results away.

In the other case, when A and B have a spacelike separation, they are not
able to communicate, and we are not able to use the argument above. Hence in
this case it is clear that B can choose his measurement freely.

Next, have a brief look at a kind of gauge group connected to relativity
theory. Let us take the point of view that the combined set of laws of physics
constituts our accessible ‘variables’. Since the Lagrangian of some systems de-
termines the dynamics, this must mean in particular, that the Lagrangian is
accessible. As noted in Section 5, the gauge group is the group H, where all the
accessible variables are constant.

The group K acting on φ = (θ, ξ) can be taken to be a four-dimensional
version of the Weyl-Heisenberg group. This group is transitive and has a trivial
isotropy group. As a starting point, I take the Lagrangian λ to be a function of
φ, assumed to be permissible with respect to K. Then this induces a group L
acting on λ. The property of permissibility implies the following: The inverse
image of the function λ(·) induces a subgroup KL of K, and this, following the
definition in Section 5, will be the relevant gauge group. In simpler terms, we
can write KL = K/L.

However, θ and ξ are also accessible variables, and the groups associated
with these are two four-dimensional translation groups T and S. So this should
imply that the resulting gauge group can be taken to be H = K/(L ⊗ T ⊗ S).
I assume here that both θ(·) and ξ(·) are permissible with respect to K.

More realistic gauge theories assume a Lagrangian which also depends on
space and time derivatives of the field φ. Then one has to introduce the larger
space Ωψ defined in Section 5, and let K be a group acting upon this space. If,
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again, the Lagrangian λ(·) can be seen as a permissible function with respect to
K, the gauge group can be defined as before. This gives a global gauge theory.

In the arguments above I have referred to special relativity theory. However,
parts of the arguments can be extended to a more general case.

8 General relativity; a summary

The core of general relativity theory is the equivalence principle: Seen locally, an
observer in a closed box is not able to distinguish between the effect of gravity
and the effect of acceleration. One consequence of this is that, locally, one can
always choose at least one coordinate system such that, with respect to this
coordinate system, the laws of special relativity hold.

But this can, in principle, be used to construct a local gauge theory for
general relativity, also. Let again K be a group acting upon the space Ωψ, and
let KL = K/L now be the subgroup where the Lagrangian density λ is constant.
Fix a time-and-space vector τ = θ, and let S be the translation group in four-
momentum ξ. Assume that both λ(·) and ξ(·) are permissible with respect to
K. Then, a local gauge group may be taken as H = K/L⊗ S.

A technical problem here might be to construct a version of general relativity
based upon waves as input instead of spacetime. (Energy and momentum are
determined from the wave.) To proceed with this problem, let us assume a
theory based upon waves with frequency f and wave vector k, equivalently on the
energy E = hf and the momentum p = hk, hence based on ξ = (E, px, py, pz).
Assume that the Lagrangian density can be found as a function of ξ and the
partial derivatives with respect to ξ. This gives a local gauge group for general
relativity as above.

The gauge theory of general relativity is a continuum field theory. I will not
go into details here but refer to the literature.

Central to general relativity is the metric tensor g = {gαβ}. In the special
local coordinate system where the laws of special relativity hold, this can be
taken as

g = η =


−1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

 . (13)

In a general coordinate system, say {θ}, the metric matrix g = (gαβ) can be
any symmetric matrix with trace 2 which can be changed by a local coordinate
transformation to η.

For change of coordinates from {θ} to {θ′} in this space introduce the Jaco-
bian tensor Λ = {Λαβ′} = ∂θ/∂θ′. Then

g′ = ΛTgΛ, (14)

or, by using the common summation convention:

g′α′β′ = Λ µ
α′gµνΛνβ′ . (15)
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For a moving particle with coordinates θ, it is convenient to introduce a
proper time

dτ2 = −gαβθαθβ , (16)

and also the four-velocity Uα = dθα/dτ and the momentum pα = mUα, where
m is the mass.

For any vector V in any coordinate system we have

Vα = gαβV
β , V α = gαβVβ (17)

and similarly for tensors.
Furthermore, by change of coordinates

V ′α′ = Λ β
α′Vβ . (18)

The partial derivative of a vector is denoted by a comma, and is defined by
the partial derivative of each component:

Vα,µ = ∂Vα/∂µ. (19)

In a similar way one can define the derivative of any scalar or tensor. The
derivative of the determinant g of the matrix (gαβ) is

g,µ = ggαβgβα,µ. (20)

Basis vectors are denoted by eα, and derivatives of these by eα,ν = ∂eα/∂θ
ν .

This leads to the important Christoffel symbol defined by

eα,β = Γµαβeµ. (21)

One can show [24] that one always have Γµαβ = Γµβα, and

Γµαβ =
1

2
gµν(gνα,β + gνβ,α − gαβ,ν). (22)

For any vector or tensor one can define covariant differentiation taking into
account the derivatives of the unit vector. For instance

Tαβ;γ = Tαβ,γ + ΓαµγT
µβ + ΓβµγT

αµ, (23)

while for a vector
V α;µ = V α,µ + ΓαµνV

ν . (24)

The process of going from commas to semicolons is important in deriving
equations of general relativity. For instance, if we know for a vector V that
V µ,µ = 0 holds in the special coordinate system determined locally by the metric
tensor ηαβ , then this is equivalent in this system to V µ;µ = 0, which can be
generalized to any coordinate system.
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An important special tensor is the Riemann curvature tensor R, which de-
scribes how a vector changes under parallel transport around a loop. It can be
defined [24] as

Rαβµν = −Γαβµ,ν + Γαβν,µ + ΓασµΓσβν − ΓασνΓσβµ. (25)

Alternatively it can be defined in terms of second derivatives of the metric
matrix g. The tensor R is zero for a flat manifold.

Contraction of indices in R can be defined by using the summation conven-
tion. The Ricci tensor and the Ricci scalar are defined by

Rαβ = Rµαµβ R = gµνRµν . (26)

The Riemann curvature tensor satisfies some simple identities and also the
Bianchi identities:

Rαβµν;λ +Rαβλµ;ν +Rαβνλ;µ = 0. (27)

The Einstein tensor is defined by

Gαβ = Rαβ − 1

2
gαβR, (28)

and the Einstein field equations (with a vanishing cosmological constant) are
now simply

Gαβ = 8πTαβ , (29)

where T = (Tαβ) is the so-called stress-energy tensor.
In the frame with metric η, Tαβ is defined [24] as the flux of component α of

the four-momentum ξ = (E, px, py, pz) across a surface of constant component
β of θ = (t, x, y, z). In particular, T 00 can be interpreted as the energy density.
Note that this definition assumes that both θ and ξ are accurately known, some-
thing that is in contradiction to quantum theory. This is a basic contradiction
that must be solved in order to have a joint theory including both relativity
theory and quantum theory.

Sticking with relativity theory, the definition can be extended to all coordi-
nate systems by using a generalization of equations (15) and (18):

T ′α
′β′

= Λα
′

αT
αβΛ β′

β , (30)

where again Λ = ∂θ/∂θ′.
From the Bianchi identities one can show

Tαβ;β = Gαβ;β = 0, (31)

which is the equation of local conservation of energy and momentum.
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9 General relativity; two different observers

Both θ and ξ are four-vectors, and by a change of coordinate system, their
components change according to the equation (18). A particular case of this
is the change of observer. One observer may use the coordinates θ, the other
observer the coordinates θ′. The crucial tensor is then given by Λ = {Λαβ′} =
∂θ/∂θ′.

In addition, each observer must make a choice of what variable to focus on in
his experiments. By Heisenberg’s uncertainty relation he cannot choose both θ
and ξ, but must concentrate on one of them. This choice is made independently
for each observer. Let observer Alice have the choice between θ and ξ, while
observer Bob has the choice between θ′ and ξ′.

Let a new observer Charlie observe both Alice and Bob. We can always
arrange it in such a way that Alice and Bob are in the past ‘light cone’ of
Charlie. So Charlie has all the data of all experiments made by Alice and Bob.
He can try to make up a joint model describing all these experiments.

According to the analysis made in [9], the actor Charlie will be limited in his
attempts to model the situation. In agreement with the simple quantum model
of [6], assume that all accessible variables are functions of some underlying
inaccessible variable φ. An accessible variable η is called maximal if it cannot
be extended to a wider accessible variable. Two maximal accessible variables η
and ζ are said to be related if η = f(φ) and ζ = f(kφ) for a fixed function f
and some transformation k in φ-space. Two variables that cannot be related in
this way are said to be essentially different.

In [7], important elements of quantum mechanics are derived from such a
situation assuming two related maximal accessible variables. The full derivation
here relies on a group K acting on φ-space, and the concept of permissibility (;
see Definition 1).

In [8,34] the following theorem is proved:

Theorem 3 Assume that an observer Charlie has two maximal accessible
related variables η = f(φ) and ζ = f(kφ) in his mind. Then Charlie cannot
have in his mind another maximal accessible variable which is related to η but
essentially different from ζ.

Going back to the situation above, we then have: Look at particle pairs
emerging in the vicinity of a black hole. Alice is all the time able to observe
the particles that are escaping and leaving the region (the sources of Hawking
radiation; see below), while Bob is only able to study the particles absorbed by
the black hole. This is of course an ideal thought experiment, but much of the
literature in this area is based on thought experiments.

Assume further that the particle pairs are entangled with respect to the two
properties η and ζ, where η is a fixed function of (ideal) position θ, while ζ
is fixed function of (ideal) momentum ξ. Both Alice and Bob are interested
in finding some measure of entropy related to their observations. As discussed
in Section 6, entropy is closely related to Shannon information, and Shannon
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information may depend upon which variable we have a probability distribution
over. So, by observing many particles, Alice can have two possible measures
of entropy for her particles, one based upon the observations η, and another
based on the complementary observations ζ. Similarly, Bob has two possible
measures of entropy for his particles, one based on his observations η′ = η′(θ′)
on the absorbed particles, and one based upon his complementary observations
ζ ′ = ζ ′(ξ′).

From results of [7], the observer Alice can make a quantum model based
on her two maximal variables θ and ξ for her particles, while Bob can make a
quantum model based on θ′ and ξ′ for his particles. The predictions from these
models may be sent to Charlie. From this, he has probability statements, based
on quantum theory, both for θ′ and for ξ, say, if these are the variables focused
on by Alice and Bob, respectively, so from this, he can make a joint quantum
model for all measured variables, and from this calculating the von Neuman
entropy

S = −kBtrace(ρln(ρ)). (32)

This formula depends crucially on how Charlie perceives the density matrix.
It can be written as ρ = ρA ⊗ ρB , where ρA is the density matrix as perceived
by Alice, and ρB is the density matrix as perceived by Bob.

Now go back to the choices that Alice and Bob had. We can imagine two
different measure series for Alice, one where ρA is based upon η, giving ρA,1,
and one where ρA is based upon ζ, giving ρA,2. Similarly, Bob has two choices,
and in summery, this gives 4 possible values for the entropy S. Charlie may
want to report some weighted avarage over these 4 values. But this will require
that he has a joint probability distribution over all four variables η, ζ, η′ and
ζ ′, but using Theorem 3 in the same way as it is used in [8,34], one can show
that it is impossible to construct such a joint distribution. Hence, Charlie must
make a subjective choice of what entropy to report.

10 General relativity; Schwarzschield geometry

For a spherical symmetrical system, like a star or a black hole, it is convenient
to change from coordinates (t, x, y, z) to spherical coordinates (t, r, θ, φ), where
x = rsin(θ)cos(φ), y = rsin(θ)sin(φ) and z = rcos(θ). In the region outside the
star/ black hole, one can then show [23] that the most general metric tensor
depends on a mass M and is given by

gtt = −(1− 2GM

cr
),

grr = (1− 2GM

cr
)−1,

gθθ = r2,

gφφ = r2sin2(θ),
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and with all cross-terms vanishing. Here, G is Newton’s gravity constant, and
c is the velocity of light. This metric is called the Schwarzschield metric.

I will concentrate on the black hole case, where the metric has a singularity
(the horizon) for r = 2GM/c, and where gtt and grr change sign in the interior
r < 2GM/c. In my terminology, the coordinates (t, r, θ, φ) are inaccessible
variables in the interior of a black hole. There is no mechanism by which these
variables can be measured by an external observer. So I will concentrate on the
outside region r > 2GM/c, where the coordinates are accessible.

11 On the theories of black holes

An important new insight into a possible theory combining quantum mechanics
came when Hawking [25] argued that black holes create and emit particles as
they were hot bodies; see also the historical overview by Hawking and Isreal
[26].

In [25] it is proposed that quantum mechanical effects cause black holes to
create and emit particles as if they were hot bodies with temperature ~κ/2πkB ,
where κ is the surface gravity of the black hole and kB is Bolzmann’s constant.
The generalized entropy of the universe can, according to Hawking be taken

as S + kBc
3

4G~ A, where S is the entropy outside black holes, A is the sum of the
surface areas of all black holes, and G is Newton’s gravity constant. The same
formula can be used for the generalized entropy associated with a particular
black hole, where A now is the area of the horizon of that particular black hole,
and S is the entropy outside this black hole.

This generalized entropy never decreases. As a side remark, the fact that
the entropy of a black hole is proportional to the area of its horizon, is related
to the holographic principle proposed by t’Hooft and Susskind [27,28]: To de-
cribe particle states in the vicinity of black holes, a two-dimensional function is
required, the distribution over a two-dimensional coordinate on the horizon.

I will not here go into the details of black hole thermodynamics, which is
reviewed in [29].

The entropy of Hawking radiation is discussed in detail in the recent article
[30]. In this article, the Central Dogma of black holes is emphasized: As seen
from the outside, a black hole can be described in terms of a quantum system

with entropy kBc
3

4G~ A that evolves unitarily under time evolution.
I will relate my treatment of black holes partly on the latest theoretical

developments as they are discussed in [30] and in a recent articles [31] in Sci-
entific American. According to [31], both the socalled firewall paradox and the
information paradox (black holes had seemed to contradict the basic physical
principle that information is never lost) can be solved by considering a theory
of wormholes: As a consequence of general relativity there is a non-vanishing
probability that different black holes may be connected, a mechanism that was
proposed already by Einstein and Rosen [32] in 1935.

I will have respect for these theories, but in a way they are speculations. Pro-
vided that these theories do not have consequences for accessible variables, they
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must be seen as having the same status as speculations around what happened
‘before’ the Big Bang. In my view, theories involving just inaccessible vari-
ables should be avoided, and I will try to base my discussion upon information/
entropy related to accessible variables.

As described in Section 6, information and entropy are two sides of the same
coin. And, as I see it, the amount of (Shannon) information in a physical system
depends in a crucial way upon the observer(s) of the system.

Consider first the situation in Section 7 with two observers A and B moving
with velocity v with respect to each other. Suppose that A always satisfies
the principle that information is never lost, and let A choose his information
as based upon eiter the time-space vector θ or the energy-momentum vector ξ.
Let B move very close to the black hole horizon, and let B be in the future light
cone for A. Then the information of B is a function of the information of A,
found by a suitable transformation as either information on θ′ or ξ′. And the
transformation here is invertible. Hence we conclude from this, that however
close to the horizon B moves, he satisfies the same principle as A: information
is never lost.

In the literature, information is also discussed for ‘observers’ inside the black
hole. According to my theory, this does not make sense: I would say that every
variable that is connected to the inside of the black hole is inaccessible. This can
be related to any theory. I base my approach to quantum theory closely on the
distinction between accessible and inaccessible variables, and this should also
be possible to translate to any quantummechanical effect caused by black holes.
Using such a principle, some of the paradoxical discussions in the literature must
be discarded, as I see it.

The theory of Hawking radiation is based on entangled particle pairs arising
spontanously from the vacuum. Now go back to the thought experiment of
Section 9, where Alice observes one particle of such a pair, the particle that
escapes as Hawking radiation, Bob observes the particle that is absorbed by the
black hole, A and B are spacelikely separated, and both are observed by the
actor Charlie. As argued in Section 9, Charlie must make a subjective choice of
which entropy/ information to report. Assume that this choice has been made.
The choice must be made independently for each particle pair, and in summary,
Charlie must report an average or summed entropy. This total entropy must be
independent of the subjective choices made by Charlie. By the theory above it
must be proportional to the area of the event horizon.

By the law of large numbers this implies that the expectation E(S), where S
is given by (32) must be independent of the choices of measurements that Alice
and Bob have made. Here ρ = ρA ⊗ ρB , so ln(ρ) = ln(ρA)ln(ρB), and it follows
from (32) that

E(S) = E(−kB [ρAln(ρA)] + E(−kB [ρB ln(ρB)] = E(SA) + E(SB). (33)

This must be a constant K, which is independent of the choices made by
Alice and Bob. Specifically, K must be proportional to the surface area of the
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black hole’s event horizon. Hence, we conclude from this that

E(SB) = −E(SA) +K. (34)

The expected information that enters the black hole is a constant minus the
expected information that escapes in the Hawking radiation. This conclusion is
independent of any choice of measurement that the actors have made.

In this sense we have conservation of (expected) information. Note that this
conclusion is made only by considering what happens outside the black hole.
No strange hypoteses have been made on the inaccessible interior of the black
hole, in particular the existence of any wormholes connected to this interior. I
suggest that further theories of black holes also should have such a basis.

12 Discussion

The purpose of this paper has been to sketch a new, and in my opinion quite
promising, attempt to understand parts of quantum theory and general rela-
tivity theory from a common basis. One important background for me is that
relativity theory is developed by the mind of a single person, while quantum
theory, in the way that it has existed up to now, is a patchwork of contributions
from many different persons. Empirically, both theories have been verified to an
impressive degree, but the foundation of and interpretation of quantum theory
has been the source of much confusion. The book [5] is an attempt to develop
the epistemic side of a new foundation, and from this propose a new interpreta-
tion: In every application, but also more generally, it is connected to the mind
of a single actor or to the joint mind of a group of communicating actors.

One important background for the development of [5] has been that, in my
opinion there was too little communication between researchers working with
the foundation of quantum theory and researchers from different communities,
say the statistics society. My book has been an attempt to develop elements of
a future common culture.

What is culture? According to the author and philosopher Ralph D. Stacey
it is a set of attitudes, opinions and convictions that a group of people share
about how one should act towards each other, how things should be evaluated
and done, which questions are important and which answers may be accepted.
The most important elements in a culture are unconscious, and cannot be forced
upon one from the outside.

One hope now is that results like Theorem 1 and Theorem 2 above, or similar
results, in some future may be a part of a common culture among researchers in
quantum foundation and in theoretical statistics. If this happens, I feel that it
also should be easier to arrive at some joint understanding of physical theories
describing the microscopic world and other theories describing the macroscopic
world. The foundation of quantum theory described here seems to be partic-
ularly relevant to such an understanding. This is further discussed elsewhere
[5,6].
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