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Recent researches on video large language models (VideoLLM) predominantly focus on model

architectures and training datasets, leaving the interaction format between the user and the model

under-explored. In existing works, users often interact with VideoLLMs by using the entire video

and a query as input, after which the model generates a response. This interaction format constrains

the application of VideoLLMs in scenarios such as live-streaming comprehension where videos do

not end and responses are required in a real-time manner, and also results in unsatisfactory

performance on time-sensitive tasks that requires localizing video segments. In this paper, we focus

on a video-text duet interaction format. This interaction format is characterized by the continuous

playback of the video, and both the user and the model can insert their text messages at any position

during the video playback. When a text message ends, the video continues to play, akin to the

alternative of two performers in a duet. We construct MMDuetIT, a video-text training dataset

designed to adapt VideoLLMs to video-text duet interaction format. We also introduce the Multi-

Answer Grounded Video Question Answering (MAGQA) task to benchmark the real-time response

ability of VideoLLMs. Trained on MMDuetIT, MMDuet demonstrates that adopting the video-text

duet interaction format enables the model to achieve signi�cant improvements in various time-

sensitive tasks (76% CIDEr on YouCook2 dense video captioning, 90% mAP on QVHighlights

highlight detection and 25% R@0.5 on Charades-STA temporal video grounding) with minimal

training e�orts, and also enable VideoLLMs to reply in a real-time manner as the video plays. Code,

data and demo are available at: https://github.com/yellow-binary-tree/MMDuet.
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1. Introduction

Figure 1. An example of the common Whole Video Interaction Format and our Video-Text Duet

Interaction Format.

Videos are becoming an increasingly important medium to acquire information on a daily basis.

Powered by recent advancements in large language models (LLMs)  [1][2][3][4][5]  and vision

encoders  [6][7][8][9][10], several video large language models (VideoLLM)  [11][12][13][14][15][16]  have

already demonstrated strong abilities for holding conversations and answering questions about

videos. A common feature of these models is using visual encoders to encode all frames sampled from

the entire video at �rst, and integrate them into text input by concatenating them to input

embeddings or using cross attention.

Recent research on VideoLLMs has primarily concentrated on model architectures and training

datasets, with limited exploration of the interaction format between the user and the model. In this

paper, the “interaction format” of VideoLLMs comprises the following two aspects: (1) a chat

template used to convert input sources, e.g., video, user text query, and model response, into a

sequence of tokens; (2) a turn-taking rule organizing inputs of di�erent sources to �nalize an

interaction format. For example, for most existing VideoLLMs, the interaction format is: (1) for the

chat template, the model uses (frames sampled from) the full video and a text query as input, and then

outputs a response; (2) for the turn-taking rule, usually the model is permitted to take its turn to

generate a response when both the whole video content and user query have ended, e.g., when an
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<eos> token is explicitly provided. We refer to this traditional interaction method as “whole video” in

the rest of this paper.

However, this all-along used whole video interaction has the following three defects, which hinder the

performance and real-world usage scenarios of VideoLLMs: Firstly, it does not admit timely

interactions. As the video is often input as a whole, this limits its usage in more scenarios like live

broadcasts or surveillance videos, in which the video does not end at a speci�c time. Even if we can

segment the video into multiple �xed-length clips for input, the model still cannot generate

responses in a real-time manner when necessary. Instead, it must wait until the end of the clip before

starting to reply, which negatively impacts the timeliness of the interaction. Secondly, it performs

unfavorably on time-sensitive video comprehension tasks. In this paper we use “time-sensitive

tasks” to refer to tasks in which the model is required to provide responses that include speci�c times

in the video, such as temporal video grounding[17][18][19], video highlight detection[20], dense video

captioning[21][17], grounded video question answering[22], etc. Existing approaches refer to the video

timeline by generating text that contains time information, such as second numbers like “3.5 – 7.1

seconds” or timeline percentages like “from 30 to 50”. However, the performance of these models has

been consistently unsatisfactory, possibly due to LLMs’ limited ability to handle numbers[23]. Thirdly,

it su�ers from sub-optimal performance of describing long videos. When generating responses

relevant to a speci�c segment in a lengthy video, the model needs to �rst implicitly “retrieve” this

relevant segment from the entire video that is already encoded in the context, which is challenging for

most VideoLLMs[24].

In this work, we formalize the Video-Text Duet Interaction Format, an interaction method that aims

to enhance VideoLLMs by addressing the aforementioned issues. An illustration of the whole video

interaction format and the video-text duet interaction format is shown in Fig. 1. With our video-text

duet interaction format, the video is continuously played and input to the model frame-by-frame.

Both the user and model can insert their text messages right after any frame during the video play.

When a text message ends, the video continues to play, akin to the show of two performers in a duet.

This is implemented by also de�ning the “video stream” as a participant in the dialogue, with its

messages only comprising video frames. When a dialogue turn from either the user or the model ends,

the video stream can have the �oor and input video frames to the model until another turn is started

by either the user or the model. This improves the timeliness of interaction and better suits real-world

applications such as live-streaming or surveillance video comprehension. Moreover, by inserting
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responses to the video where is most relevant, the model can learn to generate responses by

referencing a smaller but �ne-grained fraction of the video before this position. In this manner, it

facilitates information retrieval to describe lengthy videos, as well as enables a response to be

“grounded” at the targeted position of the video. We believe this design contributes to addressing the

above discussed three issues of existing VideoLLMs.

To prove the e�ectiveness of the video-text duet interaction format, we construct MMDuetIT, a

dataset to facilitate the training of a versatile VideoLLM following the video-text duet interaction

format. MMDuetIT is constructed by reformatting existing dense video captioning and temporal video

grounding datasets by inserting each turn of the conversation at a proper position within the video.

We also propose Multi-Answer Video Grounded QA (MAGQA), a novel task that requires the model to

generate answers at appropriate positions within the video in a real-time manner, to align with

potential applications of live-streaming video comprehension. We also train MMDuet, a VideoLLM

that implements our proposed video-text duet interaction format. Initialized with LLaVA-

OneVision[14]  and trained with MMDuetIT at a low cost, MMDuet achieves signi�cant performance

improvement in various time-sensitive tasks, and is able to generate responses in real-time as the

video plays.

2. Related Works

2.1. Video Large Language Models

The advancement of large language models (LLMs) and visual encoders has led to numerous e�orts on

their integration, aiming to utilize the powerful understanding and generation abilities of existing

LLMs for video-related tasks[11][12][13][14][16][25]. These models exhibit a decent ability of video

understanding such as captioning or summarizing[25]. However, their performance on time-sensitive

tasks is still unsatisfactory, primarily due to two reasons: First, many models are trained on datasets

in which video contents are relatively static with annotations not dense enough[15]. It thus constrains

the model to discern the temporal di�erences across various parts of videos. Second, di�ering from

image models that can easily capture word patch alignment[26], most VideoLLMs are not explicitly

trained to distinguish di�erences between di�erent clips in the same video.
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2.2. Localizing Video Segments with VideoLLMs

Recent works attempt to empower VideoLLMs with the ability to localize and represent segments in

videos, and thus achieve better performance on tasks like temporal video grounding or dense video

captioning. These works explore new ways on how to easily represent video clips with texts, such as

second numbers of timestamp (TimeChat[27]), timeline percentage (VTimeLLM[28]) or using special

textual tokens (VTG-LLM[29], Grounded-VideoLLM[30]). However, their performance has not been

satisfactory yet, possibly due to LLMs’ limited ability to accurately count and generate numbers[23] to

localize each video frame. To alleviate this issue, HawkEye[31]  uses a coarse-grained method by

referring to a larger fraction of the video, but it requires multiple rounds of recursive grounding to

precisely locate a segment and may not express multiple segments at a time.

The work most similar to our motivation is VideoLLM-Online[32], which proposes a framework named

LIVE for training VideoLLMs to interrupt video streams and insert responses. However, they only

�netune a model on Ego4D[33] and COIN[34]  to demonstrate the LIVE training and inference, and do

not explore on how the model capabilities vary with this new type of interaction, especially the zero-

shot performance on time-sensitive tasks.

Our work di�ers from VideoLLM-Online at: Firstly, providing a more general description of the video-

text dual interaction format, including a wider variety of criteria for determining whether a response

should be generated, and its application on new tasks such as temporal video grounding and grounded

question answering; Secondly, introducing a new dataset MMDuetIT and the method on building such

datasets; Thirdly, proposing a new task MAGQA; Lastly, proposing a more powerful model MMDuet

that has state-of-the-art performance on various time-sensitive tasks and zero-shot generalization

ability.

3. The Video-Text Duet Interaction Format

In Sec. 1, we have de�ned the concept of “interaction format” with two aspects (i.e., chat template &

turn-taking rule), as well as the drawbacks of the commonly-used whole video interaction format.

Now we re-emphasize and formalize our video-text duet interaction format, which is completely

di�erent from previous to implement VideoLLMs.

1. For the chat template, inspired by but di�erent from the LIVE framework which is used to

implement VideoLLM-Online[32], we consider the video stream as a conversation participant just
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like the role of user/assistant, and the input sequence consists of alternating turns among these

three roles. Take the LLM Qwen2[5] as an example, the token sequence input to the model should

be as follows

2. For the turn-taking rule, when the turn of the user or assistant ends, the video stream can take

the �oor and start its turn to input video frames. When each single frame is consumed, both the

user and the assistant role can interrupt the video stream at any time, and start its own turn to

query or generate a response, as totally decided by the user or the assistant, respectively.

4. MMDuet: Our Proposed VideoLLM

4.1. Model Structure

We propose MMDuet, a model trained following the video-text duet interaction format, which can

thus autonomously decide at what position in the video to generate what response. Like almost all

existing VideoLLMs, MMDuet consists of three components: 1) a visual encoder that encodes sampled

frames from the video to visual feature, 2) a projector that transforms the encoded visual feature to a

list of visual tokens that is aligned into the LLM textual embedding space, and 3) a transformer-

decoder-based LLM that takes both textual and visual tokens as input and uses its language modeling

head to predict the next token. Note that we simply use a linear layer instead of video-level or sliding-

window Qformers[11][27]  as the projector, as in the video-text duet interaction format each frame is

added to LLM input sequence independently.

The only di�erence in model structure between our MMDuet and existing VideoLLMs is that we add

two more heads in addition to the language modeling head (LM Head) of the LLM, namely the

informative head and the relevance head, for determining whether to start a response after each
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frame. Each head is a linear layer and has a weight with shape  , where   is the hidden size of the

used LLM. Each head takes the �nal layer hidden state of the last visual token of each frame as input,

and performs a binary classi�cation. To be speci�c, 1) the informative head is designed to predict how

much new information is acquired upon viewing the current frame. If the model can obtain a

“signi�cant amount” of new information upon viewing a new frame (which we will further discuss in

Sec. 5.1), it should classify this frame as TRUE category; otherwise, it should classify it as FALSE. 2) The

relevance head is designed to predict whether the current frame is related to the user query. Similarly,

TRUE category means to be related, while FALSE means not. We denote the probability of TRUE

category of informative head and relevance head as informative score and relevance score for each

sampled video frame. These two scores will be used to decide whether the model (i.e., assistant role)

should interrupt the video and start its own turn. Compared with VideoLLM-Online[32]  that makes

this decision by predicting a special token using the LM Head, our design of using two additional

heads has the following merits: (1) By combining two scores we can �exibly set di�erent criteria for

response generation, rather than only relying on the logits of the special tokens; (2) The relevance

head can be used to precisely perform temporal video grounding and highlight detection tasks,

expanding the application scenarios of MMDuet.

4.2. Inference Procedure

A python-style pseudocode of the inference process is shown in Listing 1. When consuming every

single sampled frame of the video, we �rst check if there is a user query happening at this time. If yes,

we �rst input this user turn to the model. Then the sampled frame is input to the model, after which

the informative score and relevance score are calculated. In addition, we use a function

need_response to estimate whether the model should generate an assistant response according to the

informative scores and relevance scores for this frame along with previous frames. If yes, the

generate function of the LLM outputs a response. Di�erent need_response functions can be designed

depending on the speci�c task, which is introduced in the experiment section (Sec. 6). This process

can be e�ciently implemented by updating the KV Cache each time when a frame or text is input or

generated.

h × 2 h
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Listing 1. Inference Process of MMDuet

5. MMDuetIT: Dataset for Training MMDuet

We build MMDuetIT, a dataset for training the MMDuet model to learn to calculate the informative

and relevance scores, and autonomously output replies at any necessary time in the play of the video.

MMDuetIT is composed of three di�erent types of tasks that bene�t our model training: dense

captioning, multi-answer grounded video question answering, and temporal video grounding. An

example of the input format for each task is listed in the appendix.
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5.1. Dense Captioning

Figure 2. Example of reformatting the annotation of a video segment to video-text duet

interaction format in MMDuetIT. Information from the original annotation is

emphasized with underlines.

We use Shot2Story[35], a video-text dataset with segment-level captions, as our dense captioning

training data. Speci�cally, we use the 43k human-annotated subset due to its high-quality and

detailed annotations. We preprocess the data to serve our purposes, and an illustration of reformatting

the video segment and caption annotations to video-text duet interaction format is in Fig. 2.

Choices of insertion

We randomly sample a position from 50% to 75% time duration for the corresponding video segment,

and insert the caption at that position as a model response. Here we introduce some randomness in

the insertion position to prevent the model from developing a bias or a shortcut such as responses can

only be generated at some speci�c positions. The earliest and latest time for inserting responses, i.e.,

at the 50% and 75% place of segment duration, are empirically chosen, as it works well in our

preliminary study. We avoid inserting responses too early like in the �rst half of duration, because it is

unfeasible to generate responses related to this video segment at a very starting point. It is reasonable

that some further observations are required to gain a more comprehensive understanding of it. We

also avoid inserting responses too late like in the last one-fourth duration, as we hope the model to
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output a response as soon as it has a su�cient understanding of the segment, rather than wait until

the disappearance of the segment. It thereby improves the timeliness of the whole interaction between

users and videos, especially when the user can still watch the segment as well as perceive the content

of the model response talking about it.

Creating informative labels

We also create labels for the informative head in dense captioning tasks. According to the previous

paragraph, the model can not have a comprehensive understanding of this video segment until it has

viewed a su�cient portion of the segment (50% in this case). Meanwhile, once the caption has been

generated as model response, we assume that the remaining frames in this video segment no longer

provide new information that is not covered in the caption. Therefore, we set the informative head’s

label to TRUE for frames between 50% of this segment and the insertion point of the response, and set

labels to FALSE for the other frames, as shown in Fig. 2.

To adapt to long video input, we also select videos with 2 to 4 minutes in length from COIN[34] as a

dense captioning task to MMDuetIT. The annotations in COIN are reformatted using the same method

as Shot2Story.

5.2. Multi-Answer Grounded Video QA

An important application scenario for the video-text duet interaction format is multi-answer

grounded video question-answering (MAGQA). Consider when we are watching a live broadcast of a

basketball game and want to track the actions of a particular player in the game. This exempli�es a

MAGQA task: the question is ”What does this particular player do in the video?”. When this player

performs an action, the model should respond with a description of this action (i.e., multiple answers)

in a real time manner. We believe this newly proposed MAGQA task can be widely used in real-world

scenarios when users interact with a live-streaming video.

We construct training data for this task using GPT4o-2024-08-06[36]. Given the captions of all

segments from the video as input, GPT4o is prompted to generate a question related to one or more

captions. For each of the segment captions, if it is related to the question, then GPT4o should also

generate an answer that can be inferred from this caption. Otherwise, GPT4o should reply with “Not

Mentioned.”, and this answer is not added to the training data. We use the same insertion method of

dense captioning task as described in 5.1, to insert the answers into the video stream and construct
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informative head labels, and the question is inserted at a random place before the �rst answer. We also

use the same insertion method to convert the human-annotated Shot2Story test set and randomly

sampled 2000 examples as the test set of our MAGQA benchmark in 6.3. Therefore, this dataset

contains 36834 examples in the train set and 2000 examples in the test set. We name it as

“Shot2Story-MAGQA-39k” and show its statistics in Table 1.

Data Quality Assessment

We sample 100 examples (with 290 answers) from our test set for manual quality assessment. Among

the sampled examples, we �nd 1 example with a question unanswerable from the video, 5 examples

have 6 answers (2.1%) that contradict the video content, and 5 examples have 7 answers (2.4%)

unrelated to the question. Overall, manual quality assessment shows that above 95% data of our test

set belongs to the high quality, which con�rms the potential value of using Shot2Story-MAGQA-39k

to benchmark models. The reason for the high quality is when the video captions are provided,

generating questions and answers based on these text captions is a very simple task for advanced

LLMs like GPT4o. However, we also �nd that in 21 examples, the video contains additional

information that is not covered in the answers. This is because some questions are very general, like

”What scene is the video displaying?”, and describing scenes in videos elaborately has been a long-

lasting challenge for annotating video datasets.

5.3. Temporal Video Grounding

We also add DiDeMo[19],  [37] and QuerYD[38], three temporal video grounding tasks in

MMDuetIT. Note that these data are used only for training the relevance head, which is designed for

performing temporal video grounding tasks and judging the relevance between the question and the

video for QA tasks. The query is �rst added at the beginning of the input sequence. For frames that are

annotated as relevant to the query, we set the relevance head’s label to TRUE; otherwise, we set it to

FALSE.

5.4. Dataset Statistics

The data distribution of MMDuetIT is shown in Fig. 3. Note that this dataset only contains 109k

examples, which is relatively small compared to modern post-training datasets like[11][14][31]. The

reason is that due to computational resource constraints, we plan to demonstrate the feasibility of our

HiRESTgrounding
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proposed video-text duet interaction format by �ne-tuning a state-of-the-art VideoLLM. We assume

that the used backbone model already possesses enough video comprehension capabilities. By using a

small dataset, we aim to train this model to e�ciently adopt this new interaction with minimum

catastrophic forgetting of its existing abilities.

  num examples answers per video words per ques./ans. video seg. len (sec)

Train 36834 2.96 7.75/12.17 4.22

Test 2000 3.04 7.77/12.17 4.28

Table 1. Dataset statistics of Shot2story-MAGQA-39k.

Figure 3. Data Distribution of MMDuetIT.
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QVHighlights Charades-STA

mAP/HIT@1 R@0.5/0.7

TimeChat 14.5/23.9 32.2/13.4

VTimeLLM - 31.2/11.4

HawkEye - 31.4/14.5

VTG-LLM 16.5/33.5 33.8/15.7

LLaVA-OV-TC 17.6/32.9 33.1/12.4

LLaVA-OV-VT 19.0/40.0 36.5/12.3

MMDuet (Ours) 31.3/49.6 42.4/18.0

Table 2. Zero-shot performance on highlight detection and temporal video grounding.

 
YouCook2

SODA/c/CIDEr/F1

TimeChat 1.2/3.4/12.6

VTG-LLM 1.5/5.0/17.5

LLaVA-OV-TC 1.9/3.3/21.8

LLaVA-OV-VT 2.5/6.7/14.0

MMDuet (Ours) 2.4/5.7/19.2

+ rm. prev. resp. 2.9/8.8/21.7

Table 3. Zero-shot performance on dense video captioning.
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6. Experiments

Implementations

MMDuet is initialized with LLaVA-OneVision[14]. We train the model on MMDuetIT for one epoch. The

training takes about one day on a node with 8 Tesla V100 GPUs, and the inference runs on 1 Tesla V100

GPU. Implementation details are listed in the appendix.

Baselines

As MMDuet mainly focuses on time-sensitive video tasks, we use the following baselines that are able

to represent time spans in videos by di�erent representation formats: TimeChat[27], VTimeLLM (7B)

[28], HawkEye[31]  and VTG-LLM[29]. Since the initialization of MMDuet is stronger than that of the

baselines, for a fair comparison we also conduct a controlled experiment in which the only di�erence

is the interaction format. Speci�cally, we use the same initialization model (LLaVA-OneVision),

training data (MMDuetIT) and training schedule, but reformat the data to the respective interaction

formats and video segment representation formats used by TimeChat and VTimeLLM to train two

baseline models. We refer to these models as LLaVA-OV-TC and LLaVA-OV-VT.

6.1. Highlight Detection and Temporal Video Grounding

We use highlight detection and temporal video grounding to evaluate the performance of the

relevance head of MMDuet. Baseline models are required to generate a list of �oat numbers to

represent the relevance score for each clip in QVHighlights[20], and a start and end time for the

relevant video span in Charades-STA. However, for LLaVA-OV-TC and LLaVA-OV-VT, despite using

di�erent prompts as input, we were still unable to instruct the model to output a sequence of scores as

in[27]. Therefore, we follow the method of Charades-STA to instruct the model to output a related

span, and assign the score to 1 for clips within this span and 0 otherwise. MMDuet uses the relevance

score min-max normalized to   as the score in QVHighlights, and to classify whether this frame is

relevant and calculate frame-level IoU in Charades-STA.

Since the relevance head provides a relevance score immediately after each frame, its prediction

cannot leverage the context from subsequent video frames. To mitigate this limitation, we smooth the

relevance score sequence. Speci�cally, we set each frame’s smoothed relevance score as the mean

[0, 1]
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value of its original score, the relevance scores of the preceding   frames and the following   frames,

where   is the window size. We set   for QVHighlights and   for Charades-STA. Results are

shown in Tab. 2. We observe that, compared to the baselines, MMDuet exhibits a signi�cantly greater

improvement in performance on QVHighlights. This indicates that traditional VideoLLMs struggle

with generating a long sequence of relevance scores using a text-based form or identifying multiple

related video segments in its text-based responses, whereas MMDuet’s approach of directly assigning

relevance scores to each frame circumvents this issue.

Parameter sensitivity of 

Though the    is empirically set for the results in Tab. 2, in Fig. 4 we show that within a fairly large

range of  , MMDuet consistently outperforms all baseline models. It con�rms that MMDuet is robust

to these tasks with respect to the window size.

Figure 4. Performance on temporal video grounding and highlight detection with di�erent  .

6.2. Dense Video Captioning

We test dense video captioning performance on YouCook2[21], a challenging task that requires models

to output the caption, start point and end point for about 8 steps in a minutes-long cooking video.

w w

w w = 2 w = 6

w

w

w

w
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Baseline models output the start time, end time and caption for each step in the text-based form. For

MMDuet, since this task requires the model to continuously identify important actions from the video

and output periodically, we employ a heuristic method to determine whether a model response should

be output after each frame (need_response function in Sec. 4.2). We sum up the informative score for

each frame as the video plays. When the sum reaches a threshold   (we set  ), the model generates

a response right after this frame as the caption for that step, and then we reset the sum to   to start a

new round of sum.

However, MMDuet cannot directly predict when a step starts or ends just by this video-text duet

interaction format, as the model is unable to determine whether a frame is the beginning of a step

without observing enough subsequent content. To get the start and end time for each step as required

by this task, we adopt a simple workaround: we use the time of the previous response and the current

response as the start time and end time for a step. If two adjacent steps have the same caption, we

merge them into one step.

It has been a long-lasting problem that LLMs tend to repeat previously-generated content[39], and we

�nd that this problem is especially severe in dense video captioning. It indicates that VideoLLMs are

probably generating captions relying on text shortcuts rather than the video content. We have

attempted common solutions such as repetition penalty[40], which though is still sub-optimal. Since

the responses from MMDuet are separated across multiple turns, we �nd that simply removing

previously generated turns from the context (“rm. prev. resp.” for short) by not appending their

attention keys and values to the KV Cache alleviates this issue, leading to a signi�cant improvement in

performance.

As shown in Tab. 3, MMDuet does not show signi�cant improvements on F1 metric, likely due to the

simple solution we use to derive the start and end time based on responses. Even so, the CIDEr and

CODA_c metric (inaccurate predicted time spans can have negative e�ects on these metrics) of

MMDuet is still higher than all baselines, indicating that MMDuet outperforms baselines in terms of

text quality, possibly due to its facilitation to information retrieval discussed in Sec. 1.

Parameter sensitivity of 

We report the performance with threshold   from 1 to 3 in Fig. 5. Results show that the performance is

quite robust across a wide range of  , and we simply choose    in Tab. 3. Note that we can use

di�erent   to suit various downstream tasks especially in such zero-shot setting.

s s = 2

0

s

s

s s = 2

s
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Figure 5. Performance on dense video captioning with di�erent  .

Model Real-Time? In-Span Score # turns (w/o. / w/. dedup) time per example

Baselines

LLaVA-OV-TC ❌ 2.92/2.79 3.4/1.9 0.76

LLaVA-OV-VT ❌ 2.94/2.78 5.4/2.2 1.00

MMDuet (Ours)

✔ 2.46/2.33 13.7/4.0 1.80

✔ 2.77/2.61 18.4/5.3 2.23

✔ 3.00/2.81 23.0/6.6 2.59

✔ 3.13/2.93 27.0/7.6 2.73

Table 4. Results on the test set of Shot2Story-MAGQA-39k with the rm. ass. turns method used. For the

“time per example” column, the time used by “LLaVA-OV-VT” is set to 1, and the times for other rows

are set as multiples of the time used by “LLaVA-OV-VT”.

s

t = 0.6

t = 0.5

t = 0.4

t = 0.3
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6.3. Multi-Answer Grounded Video QA

To align closely with the widely-used streaming video comprehension scenario, we propose MAGQA

that requires a model to generate answers at multiple necessary positions of a video. Di�erent from

conventional Video QA in which one question corresponds to only one answer, In MAGQA, a question

corresponds to multiple turns of answers, and these turns are derived from di�erent video segments.

Therefore, this task requires the response to be accurate and in time.

We introduce an “in-span score” metric, which takes both the text content and reply time of the

predicted answer into account to evaluate the model’s performance on this task. Suppose the model

prediction has    answers, each answer has a prediction time    and prediction text  , 

. The ground truth has   answers, each answer has a ground truth start time  , a

ground truth end time  , and a ground truth text  ,  . First, we use an LLM to

calculate a relevance score from 1 to 5 between each answer in prediction    and ground truth 

:  . For each ground truth answer  , we select the predicted answers with

predicted time in ground truth time span:  , and use the average score

between the ground truth answer and the selected predicted answers as the score for this ground truth

answer:  . If    (no predicted answer falls in this ground

truth span),   is set to  . Finally, we calculate the average score of all ground truth answers as the

�nal in-span score of this example:  . GPT-4o-2024-08-06[36]  is

used as the scorer LLM for in-span score. To prevent reproducibility issues due to potential changes of

OpenAI API, we also report the in-span score obtained using LLaMA 3.1 70B Instruct[4].

As MAGQA requires the answers to be both informative and related to the question, we set the

need_response as: if the sum of informative score and relevance score of a frame is larger than a

threshold  , then the model needs to generate a response right after this frame. We also use the “rm.

prev. resp.” method in dense video captioning task introduced in Sec. 6.2. As baseline models are not

capable of generating responses at speci�c positions in the video, we employ an output format the

same as dense video captioning, i.e., output the start time, end time, and predicted text for each turn

after watching the entire video in both training and testing, and use the average of the start and end

time as the response time. For the cases that baseline models directly reply with an answer without

corresponding time, we pair this predicted answer with all ground truth answers. Note that this is a

simpli�ed requirement than that of MMDuet, as the MAGQA task simulates streaming video

comprehension application scenario, which requires the model to respond as soon as the video plays

P timep predp

p = 1, 2, … ,P Q startq

endq goldq q = 1, 2, … ,Q

predp

goldq S = { } ∈sp,q R
P×Q q

= {p ∣ tim ∈ [star , en ]}Pq ep tq dq

scor = if~| | > 0eq
1

| |Pq
∑p∈Pq

sp,q Pq | | = 0Pq
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to segments relevant to the question, which ensures that users can see the responses timely, rather

than waiting until the entire video concludes before generating replies.

Results are shown Tab. 4. We provide results for di�erent    as it represents a trade-o� between

inference time and performance: as   decreases from   to  , the performance of MMDuet’s real-

time replies continuously rise and even outperform baselines with a simpli�ed setting of providing

non-real-time replies after watching the entire video. However, this is achieved at a cost of generating

lots of duplicate replies with around 2.5  inference time.

Model YouCook2

MMDuet 2.9/8.8/21.7

w/o rand. resp. pos. 2.1/7.3/19.0

w/o multi informative 2.9/8.0/16.5

Table 5. Ablation study on training methods.

6.4. Ablation Studies

We conduct ablation studies on YouCook2 dense video captioning to assess two empirical yet

important �ndings for e�ectively training the informative head in data construction: randomly

inserting the response at a position from 50% to 75% of the corresponding video segment (rand. resp.

pos.), and setting informative head’s label to TRUE for all frames between 50% of the segment and the

response time (multi informative). When “rand. resp. pos.” is disabled, the response is always

inserted at the end of the corresponding segment. When “multi informative” is disabled, only the

informative label of the frame right before the response is set as TRUE. As illustrated in Tab. 5,

disabling either method negatively impact MMDuet’s performance, which shows the importance of

carefully handling the response time and informative labels.

7. Limitations and Future Works

As a preliminary and pioneering e�ort of video-text duet interaction format, we acknowledge that

there is much room for improvement which should be addressed in future research: (1) Some

t

t 0.6 0.3

×

qeios.com doi.org/10.32388/1SMZIQ 19

https://www.qeios.com/
https://doi.org/10.32388/1SMZIQ


hyperparameters (e.g., the need_response criterion) are required during inference. Though the

parameter sensitivity test shows that this criterion is quite robust across di�erent thresholds, there

still exists unknowns for applying MMDuet on new tasks. (2) Information from subsequent frames is

not incorporated when generating in-time responses for the current frame, especially for the live-

streaming video that indeed has unpredictable future frames. It can be crucial in some scenarios, such

as determining the start of an action. (3) Slow inference speed. A better inference process is needed to

improve the parallelism of video inputs and avoid generating duplicate responses. (4) Real-time

response datasets with longer live-streaming videos are required to be collected to better �t the real-

world application scenarios.

8. Conclusion

In this paper, we formalize the video-text duet interaction format, which addresses the shortcomings

of existing interaction formats in terms of time-sensitive task performance, more application

scenarios and in-time information retrieval for long videos. We collect MMDuetIT, a dataset for

training models to follow the video-text duet interaction format. Based on MMDuetIT we train

MMDuet, a model with signi�cant improvements on various time-sensitive tasks, and is able to

generate responses in real time. We believe such improvements can be a substantial step towards

building powerful and useful video comprehension systems.

Appendix A. Details of Training MMDuet

A.1. Training Hyperparameters

LLaVA-OneVision uses SigLIP-Large[7]  as the vision encoder, and converts an image with 

 into   tokens. In the o�cial settings of LLaVA-OneVision[14], when encoding

videos, the visual tokens corresponding to each frame are spatially downsampled to 

  tokens using a pooling operation with a size of 2. However, this number of tokens is

also too large when training and inference with long videos. To address this, we further modi�ed the

pooling size to 4, resulting in   tokens per frame.

We set the maximum number of frames sampled from each video to 120 in the training process, which

is constrained by the memory of our GPUs. The sampling frame rates are set to di�erent numbers for

di�erent video sources to ensure that for the vast majority ( 90%) of videos, video length (in

384 × 384 24 × 24 = 576

12 × 12 = 144

7 × 7 = 49

>
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seconds)   sampled frame per second (fps)  . For the videos that are too long, we only keep the

�rst 120 frames (and the conversation turns that are inserted within the �rst 120 frames), and discard

the subsequent contents. Speci�cally, the sampled frame per second (fps) is set as:   for videos from

Shot2Story[35] and DiDeMo[19],   for COIN[34] and QueryD[38], and 0.33 for   [37].

The projector, the relevance head, the informative head and LoRA[41] weights of the LLM (add to all

attention proj. layers and FFN layers) are trained, while other parameters of the model are frozen.

More training hyperparameters are listed in 6.

A.2. Inference Settings

Videos from di�erent sources are also sampled with di�erent fps during inference. Speci�cally, we set

the maximum number of frames sampled from each video to 400, and fps to 2 for videos from

Shot2Story[35]  and Charades-STA[18], 1 for videos from QVHighlights[20], and 0.5 for videos from

YouCook2[21]. For a few videos in YouCook2 that are even longer than 

 seconds, we uniformly sample   frames from this video to ensure that

information from the latter part of the video is not truncated. This inference setting is consistent

across MMDuet, LLaVA-OV-TC, and LLaVA-OV-VT.

Hyper-parameter value

batch_size 1

gradient_acc_steps 8

learning_rate 2e-5

warmup_ratio 0.05

lora_r 16

lora_alpha 32

attn_implementation sdpa

Table 6. Hyper-parameters used for training MMDuet.

÷ ≤ 120

2

0.5 HiRESTgrounding

400(frames) ÷ 0.5(fps) = 800 400
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Appendix B. Example Inputs for Each Task in MMDuetIT

Example inputs for each task for training and inference are listed in Tab. 7. The dense video captioning

user input is selected from one of the following sentences:

Please concisely narrate the video in real time.

Help me to illustrate my view in short.

Please simply describe what do you see.

Continuously answer what you observed with simple text.

Do concise real-time narration.

Hey assistant, do you know the current video content? Reply me concisely.

Simply interpret the scene for me.

What can you tell me about? Be concise.

Use simple text to explain what is shown in front of me.

What is the action now? Please response in short.

The temporal video grounding user input is selected from one of the following sentences (where “%s”

denotes the caption to localize):

%s What segment of the video addresses the topic ’%s’?

At what timestamp can I �nd information about ’%s’ in the video?

Can you highlight the section of the video that pertains to ’%s’?

Which moments in the video discuss ’%s’ in detail?

Identify the parts that mention ’%s’.

Where in the video is ’%s’ demonstrated or explained?

What parts are relevant to the concept of ’%s’?

Which clips in the video relate to the query ’%s’?

Can you point out the video segments that cover ’%s’?

What are the key timestamps in the video for the topic ’%s’?
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Table 7. Input examples of di�erent tasks during the training and evaluation phase of MMDuet.

Appendix C. Qualitative Study

We list some examples of dense video captioning on videos with several minutes in length and

contains many actions in Figs. 6-8, and examples of multi-answer grounding video question

answering (MAGQA) in Figs. 9-11. For LLaVA-OV-TC and LLaVA-OV-VT, we directly list their

generated outputs. For MMDuet, we list the numerical order (in round brackets), time (in square

brackets) and content (in the second line) for each turn. If a line contains multiple numerical orders

and times, this indicates that these turns have the same content, which is shown in the following line.
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To help readers to identify the position of these turns within the video, we also annotate the numerical

order of the turns at the corresponding timestamps in the video stream.

When handling long videos for dense video captioning, baseline models often recall only part of the

video or generate repeated content, failing to provide a complete description of all steps in the video.

In contrast, MMDuet, due to its ability to focus only on a small portion of the video content preceding

each generation step and using the “rm. prev. turns” trick to avoid interference from previous turns,

can provide more accurate and detailed video descriptions.

For the MAGQA task, due to the relatively short video length, baseline models can also locate video

segments and answer questions e�ectively. The advantage of MMDuet in this task is its ability to

provide answers in a real-time manner.

Figure 6. An example of dense video captioning with MMDuet, LLaVA-OV-TC and LLaVA-OV-VT.
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Figure 7. An example of dense video captioning with MMDuet, LLaVA-OV-TC and LLaVA-OV-VT.
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Figure 8. An example of dense video captioning with MMDuet, LLaVA-OV-TC and LLaVA-OV-VT.
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Figure 9. An example of multi-answer grounded video question answering with MMDuet, LLaVA-OV-

TC and LLaVA-OV-VT.
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Figure 10. An example of multi-answer grounded video question answering with MMDuet, LLaVA-OV-

TC and LLaVA-OV-VT.
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Figure 11. An example of multi-answer grounded video question answering with MMDuet, LLaVA-OV-

TC and LLaVA-OV-VT.
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