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A persistent misunderstanding of multiple testing methods haunts the epidemiology literature. I believe it originates from

the most common explanation of the need for multiple testing methods in practitioners’ handbooks, which often reads

something like this: “suppose that none of the colors of jelly bean is truly causal for acne, then the probability that one of

the colors is mistakenly found to be associated is 64%”. A reader could mistake this sentence for the definition of the

studywise error rate, leading the reader to believe that multiple testing methods are exclusively concerned with the joint

studywise null hypothesis, the hypotheses that none of the colors of jelly bean causes acne. Rubin seems to be one of

these, and I know from his papers that Greenland, who also reviewed this paper,[1] is victim to the same confusion.

However, the sentence from the handbook was always meant as an example of a studywise error, not as a definition.

 

The studywise (a.k.a. strong familywise) error rate is in fact the probability that the study leads to an erroneous

conclusion, not just under the joint studywise null hypothesis but under any combination of true and false

hypotheses.[2][3][4][5][6] Let me explain this using the jelly bean example. Suppose that, unknown to the researcher, purple

and teal jelly beans truly cause acne while all the other 18 colors do not. If the researcher performs hypothesis tests for all

20 colors, some colors may result in a significant result, while others do not. For example, the tests may reject the null

hypotheses for teal and mauve. The resulting paper, claiming to have found an association between both teal and mauve

jelly beans and acne will have incurred one false negative (type II error) by failing to reject the null hypothesis for purple,

and one false positive (type I error) by mistakenly rejecting the null hypothesis for mauve. In many contexts, false

positives are seen as worse outcomes than false negatives.[7] This is arguably also the case here, since the news about

“bad” mauve jelly beans will attract much more attention than the lack of a finding for purple, which is likely hidden away

somewhere deep in the methods and results sections. We say that a study makes a studywise error if the analysis of the

data resulted in at least one false positive result, i.e. if the resulting paper presents one or more false scientific claims. The

studywise error rate is the probability of the occurrence of such a false claim. If the studywise error rate is always correctly

controlled at 5%, the guarantee is that at least 95% of studies do not result in any false positive scientific claims,

regardless of the number of hypotheses that were true or false in these studies. This is a very useful guarantee.

 

From the preceding paragraph it is clear that the studywise error rate is relevant whenever researchers want to avoid false

positive results, and not just when they are interested in the joint studywise null hypothesis. Then, why does the joint

studywise null hypothesis, the situation that all null hypotheses for all jelly beans are true, pop up so frequently in layman’s

explanations of the multiple testing problem? This is simply because the studywise error rate is often largest when all null
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hypotheses are true. In the jelly bean example we find that unadjusted testing results in a false positive claim with 64%

probability if none of the jelly bean colors truly cause acne, but with 60% probability if 2 of the 20 do truly cause acne. The

joint studywise null hypothesis is the worst case scenario, but it is not the only situation in which studywise errors may

arise.

 

There is also a logical inconsistency in Rubin’s recommendation that a multiple testing correction would be needed only to

make statements about the joint studywise null hypothesis, which are often vague and uninformative, but not for much

more informative claims about specific null hypotheses. Surely, more precise claims require more precise evidence? In

Rubin’s logic we may claim that teal and mauve jelly beans cause acne if we find significant results for these colors

without correction for multiple testing; however, we are forbidden to conclude from this that at least one color of jelly bean

causes acne, since we did not correct for multiple testing. This is a very confusing logic to do inference with. In contrast,

valid multiple testing methods respect logic: they allow all inferences to be followed up by their logical implications.[8]

 

Like all statistical methods, multiple testing methods should never be applied mindlessly. There are situations in which the

studywise error rate is appropriate, and there are situations in which other error rates are more meaningful.[9] The jelly

bean example, however, seems to me like a clear case for the studywise error rate. We see from the publication in the

final panel that the significant result is singled out and presented out of context. If a false positive result, therefore, it would

get excessive spotlight. Only if all significant and non-significant results would have been presented side by side, with

equal emphasis, unadjusted testing could have been argued for. Instead, since the research started from a non-significant

overall test, the set-up as presented in the cartoon even looks like an unplanned subgroup analysis, a classic example of

p-hacking.

 

If the studywise error rate is not the most meaningful error rate, there is good reason not to use it. A very bad reason not

to use the studywise error rate, however, is to dismiss it on the basis of an avoidable misunderstanding of its definition.

This is what Rubin does. It is sad to see an old and debunked[10][11] myth revived once more in this paper. 
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