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Speedup

(a) Text-to-video generation

(b) Text-to-image generation

Original

"a panoramic view of a mountain range with snow-capped peaks. The landscape is
breathtakingly beautiful, and the sky is clear and blue."

Prompt

"A single giraffe standing in
the middle of tall grass"

"A young boy in his baseball
uniform holding a bat."

"A train traveling down track
next to a lush green forest."

Original

Prompt "A little girl in a sunhat is
standing near other people."

"A CGI photo of a animal
sitting on some vegetables."

"A person on a snow board
flying in the air down the snow."

"A man wearing a suit standing in a factory and talking to the camera. He seems to be
discussing something related to the factory and its operations."

2
Speedup

Figure 1. Results and generation speed comparison of Skip-DiT cached with Skip-Cache and its original version. Utilizing the
skipping branch, Skip-DiT can significantly boost inference speed while preserving original quality. Latency is measured on one A100.
We use Latte as the backbone model for video generation, and Hunyuan-DiT for image generation.

Abstract

Diffusion Transformers (DiT), an emerging image and video
generation model architecture, has demonstrated great po-
tential because of its high generation quality and scalabil-
ity. Despite the impressive performance, its practical de-
ployment is constrained by computational complexity and

redundancy in the sequential denoising process. While fea-
ture caching across timesteps has proven effective in ac-
celerating diffusion models, its application to DiT is lim-
ited by fundamental architectural differences from U-Net-
based approaches. Through empirical analysis of DiT fea-
ture dynamics, we identify that significant feature variation
between DiT blocks presents a key challenge for feature
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reusability. To address this, we convert standard DiT into
Skip-DiT with skip branches to enhance feature smooth-
ness. Further, we introduce Skip-Cache which utilizes
the skip branches to cache DiT features across timesteps
at the inference time. We validated the effectiveness of
our proposal on different DiT backbones for video and im-
age generation, showcasing skip branches to help preserve
generation quality and achieve higher speedup. Experi-
mental results indicate that Skip-DiT achieves a 1.5×
speedup almost for free and a 2.2× speedup with only a
minor reduction in quantitative metrics. Code is available at
https://github.com/OpenSparseLLMs/Skip-
DiT.git.

1. Introduction

Diffusion models [3, 9, 24, 46] have emerged as the de-facto
solution for visual generation, owing to their high fidelity out-
puts and ability to incorporate various conditioning signals,
particularly natural language. Classical diffusion models,
which adopt U-Net [27] as their denoising backbone, have
dominated image and video generation applications. More
recently, Diffusion Transformers (DiT) [4, 23] have intro-
duced an alternative architecture that replaces traditional
sequential convolutional networks with Vision Transform-
ers, offering enhanced scalability potential. While initially
designed for image generation, DiT has demonstrated re-
markable effectiveness when extended to video generation
tasks [16, 19, 25]. However, despite these advances, signifi-
cant challenges remain in scaling diffusion models efficiently,
particularly for applications involving large numbers of input
tokens such as video generation. This scaling challenge is es-
pecially pronounced in DiT architectures, where the attention
mechanism’s computational complexity grows quadratically
with input size. The magnitude of this challenge is illustrated
by Sora [20], a state-of-the-art video generation model that
remains unavailable to the public.

Numerous approaches have been proposed to enhance the
efficiency of diffusion models, including reduced sampling
techniques [33], distillation methods [29, 41], and quanti-
zation strategies [5]. Caching mechanisms, which reuse
noise latent across timesteps, have emerged as a particu-
larly promising direction as they do not require extensive
model retraining [6, 15, 18, 38, 47]. However, many ex-
isting caching approaches [18, 38] are specifically tailored
to U-Net architectures, leveraging their unique structural
properties—particularly the skip connections between paired
downsampling and upsampling blocks that enable high-level
feature reuse while selectively updating low-level features.
While some recent studies [6, 47] have attempted to adapt
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caching mechanisms for DiT acceleration, they have not
achieved the same level of efficiency gains and performance
preservation as their U-Net counterparts.

w/o Skip Branches w/ Skip Branches

(a) Denoising step = 10

w/o Skip Branches w/ Skip Branches

(b) Denoising step = 250

Figure 2. Feature smoothness analysis of DiT with class-to-video
generation on Taichi using DDPM. Normalized disturbances
(with strength coefficients α and β) are added to the model with
and without skip connections. We compare the similarity between
the original and perturbed features. The feature difference surface
of Latte, with and without skip connections, is visualized in steps
10 and 250 of DDPM.

To understand the key challenges of feature caching in
DiT, we analyze the feature dynamics during the denoising
process. Drawing inspiration from loss landscape visualiza-
tion techniques [11, 13], we examine feature changes using
the early and late timesteps in denoising as a case study. For
effective caching, features should exhibit minimal variation
between timesteps, allowing us to reuse features from previ-
ous steps and bypass computation in subsequent Transformer
blocks. We term this property ”feature smoothness”, which
manifests as flatness in the landscape visualization. How-
ever, as illustrated in Figure 2, we observe that vanilla DiT
(w/o skip branches) exhibits high feature variance across
timesteps, contrary to the desired characteristics for effective
caching. Thus, we ask:

(Q) What are the new insights can we gain from feature
smoothness in DiT architectures, and how can these
insights inform the design of more effective inference
caching mechanisms?

Drawing from the findings in [13], where residual connec-
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tions are shown capable of mitigating sharp loss landscapes,
in this study, ❶ we first conduct preliminary experiments
adding skip branches to pre-trained DiT model from shal-
low to deep blocks, named Skip-DiT . which achieves
significantly improved feature smoothness with minimal
continuous pre-training, as demonstrated in Figure 2 (w/
skip branches). ❷ We then leverage these skip branches
during inference to implement an efficient caching mech-
anism, Skip-Cache , where only the first DiT block’s
output needs to be computed for subsequent timesteps while
deep block outputs are cached and reused. ❸ To evalu-
ate our proposal, we conduct extensive experiments across
multiple DiT backbones, covering image and video genera-
tion, class-conditioned and text-conditioned generation. We
demonstrate that Skip-DiT consistently outperforms both
dense baselines and existing caching mechanisms in both
qualitative and quantitative evaluations. Our contributions
are three-fold:
• We identify feature smoothness as a critical factor limiting

the effectiveness of cross-timestep feature caching in DiT,
which helps better understand caching efficiency.

• We build Skip-DiT , a skip-branch augmented DiT
architecture that enhances feature smoothness, and
Skip-Cache that efficiently leverages skip branches for
feature caching across timesteps. Skip-Cache facili-
tates accelerated inference via caching while maintaining
visual generation performance.

• Extensive empirical evaluations demonstrate that
Skip-Cache achieves substantial acceleration: up to
1.5× speedup is achieved almost for free and a 2.2×
speedup with only a minor reduction in quantitative
metrics.

2. Related Works
Transformer-based Diffusion Models The diffusion
model has become the dominating architecture for image
and video generation, whose main idea is iterative gener-
ate high-fidelity images or video frames from noise [26].
Early diffusion models mainly employ U-Net as their de-
noising backbone [3, 24]. However, U-Net architectures
struggle to model long-range dependencies due to the lo-
cal nature of convolutions. Researchers proposing diffusion
transformer model (DiT) for image generation [2, 4, 23].
Recent years have witnessed a significant growth in stud-
ies of video DiT. Proprietary DiT such as Sora [20] and
Movie-Gen [25] show impressive generation quality, also
evidenced by open-sourced implementation [12, 48]. Latte
decomposes the spatial and temporal dimensions into four
efficient variants for handling video tokens, allowing effec-
tive modeling of the substantial number of tokens extracted
from videos in the latent space [19]. CogvideoX adds a 3D
VAE combined with an expert transformer using adaptive
LayerNorm, which enables the generation of longer, high-

resolution videos [40]. However, as the number of tokens
grows exponentially with video length and spatial resolu-
tion, the computational complexity of DiT especially the
self-attention mechanism remains a significant bottleneck
for video generation.

Diffusion Acceleration with Feature Caching Since the
diffusion model involves iterative denoising, caching fea-
tures across time-steps, model layers, and modules has been
found an effective way to save inference computation costs.
For U-Net Diffusion, DeepCache [18] and FRDiff [32] ex-
ploit temporal redundancy by reusing features across adja-
cent denoising steps. While other works take a more struc-
tured approach by analyzing and caching specific architec-
tural components–Faster Diffusion [15] specifically targets
encoder feature reuse while enabling parallel decoder compu-
tation, and Block Caching [38] introduces automated caching
schedules for different network blocks based on their tem-
poral stability patterns. Recently, cache-based acceleration
has also been applied to DiT. PAB [47] introduces a pyra-
mid broadcasting strategy for attention outputs. ∆-DiT [6]
proposes adaptive caching of different DiT blocks based on
their roles in a generation–rear blocks during early sampling
for details and front blocks during later stages for outlines.
T-Gate [45] identifies a natural two-stage inference process,
enabling the caching and reuse of text-oriented semantic fea-
tures after the initial semantics-planning stage. While these
caching techniques have shown promise, they are primarily
limited to inference-time optimization, and there remains
significant potential for improving their acceleration factors.

3. Methodology
3.1. Preliminaries

Diffusion model The concept of diffusion models mirrors
particle dispersion physics, where particles spread out with
random motion. It involves forward and backward diffusion.
The forward phase adds noise to data across T timesteps.
Starting from data x0 ∼ q(x), noise is added to the data at
each timestep t ∈ {1 . . . T}.

xt =
√
αtxt−1 +

√
1− αtϵt−1 (1)

where α determines noise level while ϵ ∼ N (0, I) represents
Gaussian noise. The data xt becomes increasingly noisy
with time, reaching N (0, I) at t = T . Reverse diffusion
then reconstructs the original data as follows, where µθ and
Σθ refer to the learnable mean and covariance:

pθ(xt−1|xt) = N (xt−1;µθ(xt, t),Σθ(xt, t)), (2)

Diffusion Transformer In our study, we consider two
types of DiT models processing different visual information:
image DiT and video DiT, presented in Figure 3 (a). ❶
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Figure 3. Illustration of Skip-DiT and Skip-Cache for DiT visual generation caching. (a) The vanilla DiT block for image and video
generation. (b) Skip-DiT modifies the vanilla DiT model using skip branches to connect shallow and deep DiT blocks. (c) Given a
Skip-DiT with L layers, during inference, at the t− 1 step, the first layer output x′t−1

0 and cached L− 1 layer output x′t
L−1 are forwarded

through the skip branches to the final DiT block to generate the denoising output, without executing DiT blocks 2 to L− 1.

Image DiT model follows Vision Transformer, each block
contains self-attention, cross-attention, and feed-forward
networks (FFN), where the cross-attention module incor-
porates text and timestep conditions. ❷ Video DiT adopts
dual-subblock architecture: the spatial Transformer subblock
processes tokens within the same time frame, while the tem-
poral subblock manages cross-frame relationships. These
blocks alternate in sequence, with cross-attention integrat-
ing conditional inputs. A complete video DiT block pairs
one spatial and one temporal component in an interleaved
pattern, following [19, 47].

3.2. Visualizing the Feature Smoothness of DiT

Section 1 introduces the concept of feature smoothness, and
provides an intuitive explanation. In this section, we will
detail the feature smoothness visualization and analysis.

To use this approach, we denote the original module pa-
rameters of the base model as θ∗ in the graph and choose
two random direction vectors,δ and η, each direction vec-
tors share the same dimension as θ. Firstly, these directions
are normalized according to the original parameters it corre-
spond to. We take δ and η to disturb the model with strength
coefficients α and β. After updating, we get a new model
with parameter θ

′
:

θ
′
= θ∗ + αδ + βη (3)

We denote the predicted noise after k denoising steps of
model before and after adding disturbs as xk

θ∗ and xk
θ′ . We

then define the feature difference with function;

L(θ∗) =
xk
θ∗ · xk

θ′

∥xk
θ∗∥∥xk

θ′∥
(4)

we then plot the feature difference surface feature according
to the 2-D function:

f(α, β) = L(θ∗ + αδ + βη) (5)

This approach was employed in [8] and [14], where L(θ∗)
represents the loss of a model with parameters θ∗, used to
analyze trajectories of various minimization methods and
model structures. Similarly, [11, 13] utilized this approach to
demonstrate that different optimization algorithms converge
to distinct local minima in the 2D projected space.

3.3. Skip-DiT: Improving Feature Smoothness

We visualize vanilla DiT feature smoothness in Figure 2
(w/o Skip branches) which is trained and generated on
Taichi dataset. We can observe drastic feature changes at
the two DDPM steps, indicating they are not ideal states to
cache features, thus shortening the space for caching. Ac-
cording to the insights from [13] and Diffusion caching study
utilizing U-Net residual connection feature [18], we next in-
vestigate whether DiT feature smoothness can be improved
by minimal modification to its structure to insert residual
property, i.e. skip branches.

A vanilla DiT can be converted into Skip-DiT by con-
necting shallow blocks to deep blocks with skip branches,
as shown in Figure 3 (b). Let x denote the input noise em-
bedding, and x′

l represents the output at the l-th layer of
Skip-DiT. The architecture consists of L sequential DiT
blocks with skip connections. Each DiT block F l

DiT at block
l processes the features as x′ = F l

DiT(x). The i-th skip
branch (i ∈ {1 . . . L//2}) connects i-th block to (L+1− i)-
th block, which can be denoted as F i

Skip(·, ·). Given output
x′
i from the start of the skip branch and x′

l from the previous
layer, the skip branch aggregates them to the input to l-th
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block as:

xl = F i
skip(x

′
i,x

′
l−1) = Linear(Norm(x′

i ⊕ x′
l−1)) (6)

where ⊕ denotes concatenation, Norm represents the layer
normalization, and Linear is a linear fully-connected layer.
The final output x′

l of Skip-DiT represents the processed
noise output. Each skip branch creates a shortcut path that
helps preserve and process information from earlier lay-
ers, enabling better gradient flow and feature reuse through-
out the network. The combination of DiT blocks and skip
branches allows the model to effectively learn the under-
lying noise distribution while maintaining stable training
dynamics.

Similarly, we initialize a class-to-video DiT with skip
branches and train it from scratch on Taichi dataset, then
visualize its feature smoothness as shown in Figure 2 (w/
Skip branches). The results show Skip-DiT has a more
flat feature-changing landscape at both the beginning and
finalizing timesteps. This justifies our initiative to enhance
DiT feature smoothness with skip connections.

3.4. Skip-Cache: Caching with Skip Branches

As we have shown better feature smoothness in Skip-DiT,
we can use the feature stability and skip branch property
of Skip-DiT to implement efficient DiT caching, namely
Skip-Cache. The inference process for global timestep t
of full inference can be expressed as follows:

x′t = FL
DiT(FL−1

DiT (...F1
DiT(x))) (7)

Consider timesteps t− 1 and t where the model generates
xt−1 conditioned on xt. During this step, we cache the
intermediate output from the last second layer as

Ct
L−1 = xt

L−1 (8)

For local timestep t− 1, with cached feature Ct
l−1 and first

skip branch F1
Skip(·, ·), the inference process can be formu-

lated as:

x′
t−1 = FL

DiT(F1
Skip(x

′t−1
1 , Ct

L−1)) (9)

At each local timestep, only 1-th and L-th blocks are exe-
cuted while reusing cached features from the previous global
timestep through the skip branch, significantly reducing com-
putational overhead while maintaining generation quality.
This can be extended to 1:N inference pattern where Ct

L−1

will be reused for the next N -1 timesteps.

4. Experiments
4.1. Implementation Details

Models To demonstrate the remarkable effectiveness of
Skip-DiT and Skip-Cache in video generation, we

employ the classic and open-source DiT model, Latte [19],
as our base model. Latte consists of spatial and temporal
transformer blocks, making it suitable for both class-to-video
and text-to-video tasks. Hunyuan-DiT [16], the first text-to-
image DiT model with skip branches, modifies the model
structure by splitting transformer blocks into encoder and de-
coder blocks, which are connected via long skip connections,
similar to UNets. In this work, we leverage Hunyuan-DiT
to investigate the effectiveness of skip connections in text-
to-image tasks. Additionally, we modify the structure of
Latte, following the guidance in Figure 3, to evaluate the
performance of skip connections in video generation tasks
and explore techniques for integrating skip connections into
a pre-trained DiT model.

Datasets In the class-to-video task, we conduct compre-
hensive experiments on four public datasets: FaceForensics
[28], SkyTimelapse [39], UCF101 [34], and Taichi-HD [31].
Following the experimental settings in Latte, we extract 16-
frame video clips from these datasets and resize all frames
to a resolution of 256×256.

For the text-to-video task, the original Latte is trained on
Webvid-10M [1] and Vimeo-2M [36], comprising approxi-
mately 330k text-video pairs in total. Considering that the
resolution of Webvid-10M is lower than 512×512 and is
predominantly used in the early stages of pre-training [20],
we utilize only Vimeo-2M for training Skip-DiT. To align
with Latte, we sample 330k text-video pairs from Vimeo-2M.
All training data are resized to a resolution of 512×512, with
16 frames per video and a frame rate of 8.

Training Details For the training of class-to-video tasks,
we train all instances of Skip-DiT from scratch without
any initialization. During training, we update all parameters
in Skip-DiT, including skip branches. For text-to-video
tasks, we propose a two-stage continual training strategy as
follows:
• Skip-branch training: The models are initialized with the

weights of the original text-to-video Latte model, while
the weight of skip branches are initialized randomly. Dur-
ing this stage, we train only the skip branches until the
model can roughly generate items. This stage takes ap-
proximately one day.

• Overall training: After fully training the skip branches,
we unfreeze all other parameters and perform overall train-
ing. At this stage, Skip-DiT rapidly recovers its gener-
ation capability within approximately two days and can
generate content comparable to the original Latte with an
additional three days of training.
This strategy significantly reduces training costs com-

pared to training from scratch. All our training experiments
are conducted on 8 H100 GPUs, employing the video-image
joint training strategy proposed in Ma et al. [19]. We find
that this approach significantly enhances training stability.
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Table 1. Class-to-video generation performance. The definition of the cache step n follows that in Table 3. For the UCF101 task, videos are
generated using DDIM with 50 steps, while for the remaining tasks, DDPM with 250 steps is employed. Latency and speedup are calculated
on one A100 GPU, with solver 250 steps DDPM. n = i indicates caching the high-level feature in xt for reuse during the inference of
xt−1, xt−2, . . . , xt−n+1. We highlight Baseline DiT models (without caching) in grey , and the best metrics in bold.

Method UCF101 FFS Sky Taichi FLOPs (T) Latency (s) SpeedupFVD (↓) FID (↓) FVD (↓) FID (↓) FVD (↓) FID (↓) FVD (↓) FID (↓)

Latte 155.22 22.97 28.88 5.36 49.46 11.51 166.84 11.57 278.63 9.90 1.00×

∆-DiT 161.62 25.33 25.80 4.46 51.70 11.67 188.39 12.09 226.10 8.09 1.22×
FORA 160.52 23.52 27.23 4.64 52.90 11.96 198.56 13.68 240.26 9.00 1.10×

PAB23 213.50 30.96 58.15 5.94 96.97 16.38 274.90 16.05 233.87 7.63 1.30×
PAB35 1176.57 93.30 863.18 128.34 573.72 55.66 828.40 42.96 222.90 7.14 1.39×

Skip-Cache

Skip-DiT 141.30 23.78 20.62 4.32 49.21 11.92 163.03 13.55 290.05 10.02 1.00×

n = 2 141.42 21.46 23.55 4.49 51.13 12.66 167.54 13.89 (0.34↑) 180.68 6.40 1.56×
n = 3 137.98 19.93 26.76 4.75 54.17 13.11 179.43 14.53 145.87 5.24 1.91×
n = 4 143.00 19.03 30.19 5.18 57.36 13.77 188.44 14.38 125.99 4.57 2.19×
n = 5 145.39 18.72 35.52 5.86 62.92 14.18 209.38 15.20 121.02 4.35 2.30×
n = 6 151.77 18.78 42.41 6.42 68.96 15.16 208.04 15.78 111.07 4.12 2.43×

Evaluation Details Following previous works [18, 47]
and Latte, we evaluate text-to-video models using VBench
[10], Peak Signal-to-Noise Ratio (PSNR), Learned Percep-
tual Image Patch Similarity (LPIPS) [43], and Structural
Similarity Index Measure (SSIM) [37]. VBench is a com-
prehensive benchmark suite comprising 16 evaluation dimen-
sions. PSNR is a widely used metric for assessing the quality
of image reconstruction, LPIPS measures feature distances
extracted from pre-trained networks, and SSIM evaluates
structural information differences. All the videos generated
for evaluation are sampled with 50 steps DDIM [33], which
is the default setting used in Latte.

For class-to-image tasks, we evaluate the similarity be-
tween generated and real videos using Fréchet Video Dis-
tance (FVD) [35] and Fréchet Inception Distance (FID) [21],
following the evaluation guidelines of StyleGAN-V [42].
Latte uses 250-step DDPM [9] as the default solver for class-
to-video tasks, which we adopt for all tasks except UCF101.
For UCF101, we employ 50-step DDIM [33], as it outper-
forms 250-step DDPM on both Latte and Skip-DiT. Ta-
ble 2 highlights this phenomenon, showing our methods con-
sistently outperform DDPM-250 under comparable through-
put, except for UCF101, where DDIM performs better than
250 steps DDPM.

Implementation Details of Other Caching Methods We
compare with 4 other DiT caching methods in video and
image generation: ❶ T-GATE [44] reuses self-attention in
the semantics-planning phase and skips cross-attention in
the fidelity-improving phase. We follow Zhao et al. [47] to
split these two phases. ❷ ∆-DiT identifies high similarity
in deviations between feature maps and reuses them at the
next timestep. While this method is originally designed for
images, we extend it to video DiTs by caching only the
front blocks, as we observe significant degeneration when

caching the back blocks. ❸ FORA [30] reuses attention
features across timesteps. ❹ PAB [47] further extends it by
broadcasting cross, spatial, and temporal attention features
separately. All these caching methods are performed on Latte
for equal comparison with Skip-Cache on Skip-DiT .

4.2. Main Results

Class-to-video Generation We compare the quantitative
performance of Latte and Skip-DiT on four class-to-video
tasks, as shown in Table 1. Skip-DiT consistently outper-
forms Latte in terms of FVD scores across all tasks while
achieving comparable performance in FID scores, demon-
strating its strong video generation capabilities. Furthermore,
we observe that Skip-Cache significantly outperforms
other caching methods across most metrics, incurring only
an average loss of 2.37 in the FVD score and 0.27 in the
FID score while achieving a 1.56× speedup. In comparison,
only PAB [47] achieves a speedup of more than 1.3×, but
at the cost of a substantial average loss of 60.78 in FVD
score and 4.48 in FID score. Notably, in the Taichi [31] task,
all other caching methods exhibit significant degradation in
FVD scores(≥ 21.5), whereas Skip-Cache experiences
only a slight loss (163.06→167.54). To achieve even higher
speedup on the other three class-to-video tasks, we accel-
erated Skip-Cache with a larger cache timesteps (N=3),
resulting in a 2.19× speedup with an average loss of 6.47 in
FVD and a 0.68 improvement in FID.

Text-to-video Generation In Table 3, we present a quanti-
tative evaluation of all text-to-video models and caching
methods. Videos are generated using the prompts from
VBench [10], which is considered a more generalized
benchmark [10, 47, 48]. Compared with the original Latte,
Skip-Cache achieves a comparable VBench score (75.60

6



Table 2. Comparison with the faster DDIM sampler.
Skip-Cache is evaluated with a 250-steps DDPM and compared
to the DDIM sampler under similar throughput. Baseline DiT mod-
els (without caching) are highlighted in grey , and the best metrics
are indicated in bold. Notably, DDIM outperforms the 250-step
DDPM in the UCF101 task for both Latte and Skip-DiT .

Method UCF101 FFS Sky Taichi
FVD ↓ FID ↓ FVD ↓ FID ↓ FVD ↓ FID ↓ FVD ↓ FID ↓

Latte 165.04 23.75 28.88 5.36 49.46 11.51 166.84 11.57
Skip-DiT 173.70 22.95 20.62 4.32 49.22 12.05 163.03 13.55

Skip-Cachen=2 165.60 22.73 23.55 4.49 51.13 12.66 167.54 13.89
DDIM+Skip-DiT 134.22 24.60 37.28 6.48 86.39 13.67 343.97 21.01

DDIM+Latte 146.78 23.06 39.10 6.47 78.38 13.73 321.97 21.86

Skip-Cachen=3 169.37 22.47 26.76 4.75 54.17 13.11 179.43 14.53
DDIM+Skip-DiT 139.52 24.71 39.20 6.49 90.62 13.80 328.47 21.33

DDIM+Latte 148.46 23.41 41.00 6.54 74.39 14.20 327.22 22.96

Table 3. Text-to-video generation performance. Latency and
speedup are calculated using a single A100 GPU. The notation
n = i represents caching high-level features in xt for reuse during
the inference of xt−1, xt−2, . . . , xt−n+1. Skip-Cache 65% and
Skip-Cache 75% correspond to performing caching at 65% and
75% of the timesteps, respectively. Baseline DiT models (without
caching) are highlighted in grey , while the best metrics are em-
phasized in bold.

Method VBench(%) ↑ PSNR ↑ LPIPS ↓ SSIM ↑ FLOPs (T) latency (s) speedup

Latte 76.14 – – – 1587.25 27.11 1.00×

T-GATE 75.68 (↓0.46) 22.78 0.19 0.78 1470.72 24.15 1.12×
∆-DiT 76.06 (↓0.08) 24.01 0.17 0.81 1274.36 21.40 1.27×
FORA 76.06 (↓0.08) 22.93 0.14 0.79 1341.72 24.21 1.19×
PAB235 73.79 (↓2.35) 19.18 0.27 0.66 1288.08 23.24 1.24×
PAB347 72.08 (↓4.06) 18.20 0.32 0.63 1239.35 22.23 1.29×
PAB469 71.64 (↓4.50) 17.40 0.35 0.60 1210.11 21.60 1.33×

Skip-DiT 75.60 – – – 1648.13 28.72 1.00×

Skip-Cache 75%

n = 2 75.36 (↓0.24) 26.02 0.10 0.84 1066.62 18.25 1.57×
n = 3 75.07 (↓0.53) 22.85 0.18 0.76 852.38 14.88 1.93×
n = 4 74.43 (↓1.17) 22.08 0.22 0.73 760.56 13.03 2.20×

Skip-Cache 65%

n = 2 75.51 (↓0.09) 29.52 0.06 0.89 1127.83 19.28 1.49×
n = 3 75.26 (↓0.34) 27.46 0.09 0.85 974.80 16.67 1.72×
n = 4 74.73 (↓0.87) 25.97 0.13 0.81 882.98 15.12 1.90×

vs. 76.14) with only six days of continual pre-training on
330k training samples.

To demonstrate the superiority of the caching mechanism
in Skip-Cache, we evaluate two caching settings: caching
at timesteps 700–50 and 800–50 (out of 1000 timesteps in
total). In both settings, Skip-Cache achieves the highest
speedup while maintaining superior scores in PSNR, LPIPS,
and SSIM, with only a minor loss in VBench score.

In the first setting, our caching mechanism achieves
1.49× and 1.72× speedup with only a 0.12% and 0.22%
loss in VBench score, respectively. Among other caching
methods, only PAB469 achieves a speedup of more than
1.30×, but at the cost of a 4.50% drop in VBench score.
Moreover, our caching method can achieve a 1.90× speedup

while still maintaining absolutely better PSNR, LPIPS, and
SSIM scores compared to other caching methods.

Furthermore, in the second setting, we achieve a 2.20×
speedup with just a 1.17% sacrifice in VBench score, repre-
senting the highest speedup among current training-free DiT
acceleration works.

4.3. Generalize Skip-Cache to image Generation

Hunyuan-DiT [16] is a powerful text-to-image DiT model
featuring skip branches, whose effectiveness has been
demonstrated in [16]. However, its skip branches have
not been explored for accelerating image generation. We
leverage these skip branches using the same caching mecha-
nism as Skip-Cache and compare our caching strategy
with other training-free acceleration methods. Furthermore,
we extend our proposed Skip-Cache to class-to-image
task in Appendix 6, where Skip-DiT exceeds vanilla DiT
model with only around 38% of its training cost.

Evaluation Details To evaluate the generalization of the
caching mechanism in Skip-Cache for text-to-image
tasks, we use the zero-shot Fréchet Inception Distance (FID)
on the MS COCO [17] 256×256 validation dataset by gener-
ating 30,000 images based on its prompts, following the eval-
uation guidelines established by Hunyuan-DiT. Additionally,
we employ Peak Signal-to-Noise Ratio (PSNR), Learned
Perceptual Image Patch Similarity (LPIPS) [43], and Struc-
tural Similarity Index Measure (SSIM) [37] to assess the
changes introduced by the caching methods. To ensure a
fair comparison, we disable the prompt enhancement feature
of Hunyuan-DiT. All videos are generated at a resolution
of 1024×1024 and subsequently resized to 256×256 for
evaluation.

Evaluation Results Table 4 provides a comprehensive
comparison of Hunyuan-DiT and various caching methods.
Notably, our caching mechanism achieves a 2.09× speedup
without any degradation in FID or CLIP scores. Further-
more, it outperforms all other caching methods in terms of
PSNR, LPIPS, and SSIM scores, consistently maintaining
the highest performance even with a 1.96× speedup. These
findings underscore the robustness and adaptability of our
caching mechanism to image generation tasks.

4.4. Ablation studies

Select the best timesteps to cache A heat map visualiz-
ing feature dynamics across blocks is shown in Figure 4.
After incorporating skip branches into Latte, we observe
that major changes are concentrated in the early timesteps,
with feature dynamics becoming considerably smoother in
the later timesteps (700→50). In contrast, features in Latte
exhibit rapid changes across all timesteps. This finding
highlights that caching during smoother timesteps leads to
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Table 4. Text-to-image generation performance. Latency and speedup are calculated on one A100 GPU. ni indicates caching the high-level
feature in xt for reuse during the inference of xt−1, xt−2, . . . , xt−n+1. We highlight baseline DiT models (without caching) in grey , and
the best metrics in bold.

Method FID (↓) CLIP (↑) PSNR (↑) LPIPS (↓) SSIM (↑) FLOPs (T) latency (s) speedup

HunYuan-DiT 32.64 30.51 – – – 514.02 18.69 1.00

TGATE 32.71 30.64 16.80 0.24 0.61 378.94 13.21 1.41
∆-Cache 28.35 30.35 16.56 0.21 0.65 362.67 13.58 1.38

FORA 31.21 30.53 19.58 0.14 0.75 330.68 13.20 1.42

Skip-Cache

n = 2 31.30 30.52 22.09 0.10 0.84 348.24 12.76 1.46
n = 3 29.53 30.55 21.25 0.11 0.81 299.48 10.91 1.71
n = 4 27.49 30.55 20.55 0.13 0.78 270.22 10.02 1.87
n = 5 28.37 30.56 19.94 0.14 0.76 260.47 9.51 1.96
n = 6 27.21 30.71 19.18 0.18 0.70 240.96 8.96 2.09

Table 5. Ablation study on different timestep cached. Total
timesteps is 1000. During early timesteps (1000→700), the
feature changes rapidly. In the latter timesteps (700→50) fea-
ture dynamics become considerably smoother. We only perform
Skip-Cache in caching timesteps We highlight the best metrics
in bold.

Caching Timestep VBench (%) ↑ PSNR ↑ LPIPS ↓ SSIM ↑

700→50 75.51 29.52 0.06 0.89
950→300 75.48 20.58 0.23 0.73

800→50 75.36 26.02 0.10 0.84
900→50 75.24 22.13 0.19 0.76

Table 6. Compatibility of Skip-DiT with other caching methods.
All the methods are performed on Skip-DiT . n = i indicates
caching the high-level feature in xt for reuse during the inference
of xt−1, xt−2, . . . , xt−n+1. We highlight baseline DiT models
(without caching) in grey , and the best metrics in bold.

Method VBench (%) ↑ PSNR ↑ LPIPS ↓ SSIM ↑

Skip-DiT 75.60 – – –

T-GATE 75.16 24.09 0.16 0.78
∆-DiT 75.48 22.64 0.17 0.79
FORA 75.38 23.26 0.16 0.79
PAB235 73.79 19.92 0.29 0.68
PAB347 72.08 18.98 0.34 0.65
PAB469 71.64 18.02 0.37 0.62

significantly better performance, supporting the hypothesis
that smooth features enhance caching efficiency in DiT. In
Table 5, we further validate this observation: under equiv-
alent throughput, caching in the later timesteps (700→50),
where features are smoother, outperforms caching in the ear-
lier timesteps (950→300), achieving superior PSNR, LPIPS,
and SSIM scores. Additionally, we segmented the rapidly
changing timesteps and experimented with three caching
ranges: 900→50, 800→50, and 700→50. The results show
that increasing the ratio of smoother regions significantly
improves caching performance. These findings underscore
the importance of leveraging smoother feature dynamics for

w/o Skip Branches w/ Skip Branches

Figure 4. The feature dynamics of Latte with and without Skip
Branches. We use cosine similarity to evaluate the differences in
features at the same layers across timesteps.

optimal caching.

Compatibility of Skip-DiT with other caching methods
As shown in Table 6, we extend the existing DiT caching
methods to Skip-DiT and observe slight performance im-
provements. Specifically, in ∆-DiT, the middle blocks are
cached instead of the front blocks, as discussed in Section
4.1, to leverage Skip-DiT’ U-shaped structure. Taking
PAB [47] as an example, it loses 1.15% less in VBench
score and achieves noticeably better PSNR and SSIM scores
on Skip-DiT compared to Latte, highlighting the potential
of Skip-DiT to enhance cache-based methods, and prov-
ing the superior caching efficiency of the model with better
feature smoothness.

5. Conclusion
In this work, we introduce Skip-DiT, a skip-branch-
enhanced DiT model designed to produce smoother fea-
tures and propose Skip-DiT cache to improve caching ef-
ficiency in video and image generation tasks. By enhancing
feature smoothness across timesteps, Skip-DiT unlocks
the potential to cache most blocks while maintaining high-
generation quality. Additionally, Skip-Cache leverages

8



its U-net-style architecture to enable cross-timestep feature
caching. Our approach achieves maximum speedup in cache-
based visual DiT generation while preserving the highest
similarity to original outputs. Furthermore, we analyze fea-
ture dynamics before and after incorporating skip branches,
demonstrating the effectiveness of caching at timesteps with
smoother features. We also show that Skip-DiT is com-
patible with other caching methods, further extending its
applicability. Overall, Skip-DiT can seamlessly integrate
with various DiT backbones, enabling real-time, high-quality
video and image generation while consistently outperform-
ing baseline methods. We believe Skip-Cache offers a
simple yet powerful foundation for advancing future research
and practical applications in visual generation.
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Accelerating Vision Diffusion Transformers with Skip Branches

Supplementary Material

6. Class-to-image Generation Experiments
Peebles and Xie [22] proposed the first diffusion model
based on the transformer architecture, and it outperforms all
prior diffusion models on the class conditional ImageNet [7]
512×512 and 256×256 benchmarks. We add skip branches
to its largest model DiT-XL/2 to get Skip-DiT. We train
Skip-DiT on class conditional ImageNet with resolution
256×256 from scratch with completely the same experi-
ments setting as DiT-XL/2, and far exceeds DiT-XL/2 with
only around 38% of its training cost.

Training of Skip-DiT We modify the structure of DiT-
XL/2 following the methodology outlined in Section 3 and
train Skip-DiT for 2,900,000 steps on 8 A100 GPUs,
compared to 7,000,000 steps for DiT-XL/2, which also uses
8 A100 GPUs. The datasets and other training settings re-
main identical to those used for DiT-XL/2, and we utilize
the official training code of DiT-XL/2*. The performance
comparison is presented in Table 7, which demonstrates
that Skip-DiT significantly outperforms DiT-XL/2 while
requiring only 38% of its training steps, highlighting the
training efficiency and effectiveness of Skip-DiT.

Table 7. Comparison of training efficiency between DiT-XL/2 and
Skip-DiT . Images are generated with a 250-step DDPM solver.
The term cfg refers to classifier-free guidance scales, where metrics
for cfg=1.0 are computed without classifier-free guidance. The best
metrics are highlighted in bold. Skip-DiT significantly exceeds
DiT-XL/2 with much less training steps.

Model Steps FID ↓ sFID ↓ IS ↑ Precision ↑ Recall ↑

cfg=1.0

DiT-XL/2 7000k 9.49 7.17 122.49 0.67 0.68
Skip-DiT 2900k 8.37 6.50 127.63 0.68 0.68

cfg=1.5

DiT-XL/2 7000k 2.30 4.71 276.26 0.83 0.58
Skip-DiT 2900k 2.29 4.58 281.81 0.83 0.58

Accelerating Evaluation We evaluate Skip-Cache on
Skip-DiT and compare its performance against two other
caching methods: ∆-DiT and FORA. As shown in Table 8,
Skip-Cache achieves a 1.46× speedup with only a mini-
mal FID loss of 0.02 when the classifier-free guidance scale
is set to 1.5, compared to the 7–8× larger losses observed
with ∆-DiT and FORA. Moreover, even with a 1.9× accel-
eration, Skip-DiT performs better than the other caching

*https://github.com/facebookresearch/DiT

Table 8. Class-to-image generation performance. The definition
of the cache step n follows that in Table 4. Images are gener-
ated with a 250-step DDPM solver. Speedups are calculated on
an H100 GPU with a sample batch size of 8. n = i indicates
caching the high-level features in xt for reuse during the inference
of xt−1, xt−2, . . . , xt−n+1. The term cfg refers to classifier-free
guidance scales, where metrics for cfg=1.0 are computed without
classifier-free guidance. We highlight baseline DiT models (without
caching) in grey and the best metrics in bold.

Methods FID ↓ sFID ↓ IS ↑ Precision% Recall% Speedup

cfg=1.5

DiT-XL/2 2.30 4.71 276.26 82.68 57.65 1.00×
FORA 2.45 5.44 265.94 81.21 58.36 1.57×
Delta-DiT 2.47 5.61 265.33 81.05 58.83 1.45×

Skip-Cache

Skip-DiT 2.29 4.58 281.81 82.88 57.53 1.00×
n = 2 2.31 4.76 277.51 82.52 58.06 1.46×
n = 3 2.40 4.98 272.05 82.14 57.86 1.73×
n = 4 2.54 5.31 267.34 81.60 58.31 1.93×

cfg=1.0

DiT-XL/2 9.49 7.17 122.49 66.66 67.69 1.00×
FORA 11.72 9.27 113.01 64.46 67.69 1.53×
Delta-DiT 12.03 9.68 111.86 64.57 67.53 1.42×

Skip-Cache

Skip-DiT 8.37 6.50 127.63 68.06 67.89 1.00×
n = 2 9.25 7.09 123.57 67.32 67.40 1.46×
n = 3 10.18 7.72 119.60 66.53 67.84 1.71×
n = 4 11.37 8.49 116.01 65.73 67.32 1.92×

methods. These findings further confirm the effectiveness of
Skip-DiT for class-to-image tasks.

7. Evaluation Details
VBench [10] is a novel evaluation framework for video
generation models. It breaks down video generation assess-
ment to 16 dimensions from video quality and condition
consistency: subject consistency, background consistency,
temporal flickering, motion smoothness, dynamic degree,
aesthetic quality, imaging quality, object class, multiple ob-
jects, human action, color, spatial relationship, scene, tem-
poral style, appearance style, overall consistency.

Peak Signal-to-Noise Ratio (PSNR) measures generated
visual content quality by comparing a processed version v
to the original reference vr by:

PSNR = 10× log10(
R2

MSE(v,vr)
) (10)

where R is the maximum possible pixel value, and MSE(·, ·)
calculates the Mean Squared Error between original and
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processed images or videos. Higher PSNR indicates better
reconstruction quality. However, PSNR does not always
correlate with human perception and is sensitive to pixel-
level changes.

Structural Similarity Index Measure (SSIM) is a per-
ceptual metric that evaluates image quality by considering
luminance, contrast, and structure:

SSIM = [l(v,vr)]
α · [c(v,vr)]

β · [s(v,vrvr)]
γ (11)

where α, β, γ are weights for luminance, contrast, and struc-
ture quality, where luminance comparison is l(x, y) =
2µvµvr+C1

µ2
v+µ2

vr
+C1

, contrast comparison is c(x, y) = 2σvσvr+C2

σ2
v+σ2

vr
+C2

,

and structure comparison is s(x, y) =
σxy+C3

σvσvr+C3
, with C

denoting numerical stability coefficients. SSIM scores range
from -1 to 1, where 1 means identical visual content.

Learned Perceptual Image Patch Similarity (LPIPS) is
a deep learning-based metric that measures perceptual sim-
ilarity using L2-Norm of visual features v ∈ RH×W×C

extracted from pretrained CNN F(·). LPIPS captures se-
mantic similarities and is therefore more robust to small
geometric transformations than PSNR and SSIM.

LPIPS =
1

HW

∑
h,w

||F(vr)−F(v)||22 (12)

Fréchet Inception Distance (FID) and Fréchet Video Dis-
tance (FVD) FID measures the quality and diversity of
generated images by computing distance between feature
distributions of reference N (µr,Σr) and generated images
N (µ,Σ) using inception architecture CNNs, where µ,Σ are
mean and covariance of features.

FID = ||µr − µ||2 + Tr(Σr +Σ− 2(ΣrΣ)
1/2) (13)

FVD is a video extension of FID. Lower FID and FVD
indicate higher generation quality.

8. Implementation Details
DeepCache DeepCache [18] is a training-free caching
method designed for U-Net-based diffusion models, leverag-
ing the inherent temporal redundancy in sequential denoising
steps. It utilizes the skip connections of the U-Net to reuse
high-level features while updating low-level features effi-
ciently. Skip-Cache shares significant similarities with
DeepCache but extends the method to DiT models. Specifi-
cally, we upgrade traditional DiT models to Skip-DiT and
cache them using Skip-Cache . In the work of Deep-
Cache, two key caching decisions are introduced: (1) N:
the number of steps for reusing cached high-level features.

Cached features are computed once and reused for the next
N-1 steps. (2) The layer at which caching is performed.
For instance, caching at the first layer ensures that only
the first and last layers of the U-Net are recomputed. In
Skip-Cache, we adopt these two caching strategies and
additionally account for the timesteps to cache, addressing
the greater complexity of DiT models compared to U-Net-
based diffusion models. For all tasks except the class-to-
image task, caching is performed at the first layer, whereas
for the class-to-image task, it is applied at the third layer.

∆-DiT ∆-DiT [6] is a training-free caching method de-
signed for image-generating DiT models. Instead of caching
the feature maps directly, it uses the offsets of features as
cache objects to preserve input information. This approach
is based on the observation that the front blocks of DiT are
responsible for generating the image outlines, while the rear
blocks focus on finer details. A hyperparameter b is intro-
duced to denote the boundary between the outline and detail
generation stages. When t ≤ b, ∆-Cache is applied to the
rear blocks; when t > b, it is applied to the front blocks. The
number of cached blocks is represented by Nc.

While this caching method was initially designed for im-
age generation tasks, we extend it to video generation tasks.
In video generation, we observe significant degradation in
performance when caching the rear blocks, so we restrict
caching to the front blocks during the outline generation
stage. For Hunyuan-DiT [16], we cache the middle blocks
due to the U-shaped transformer architecture. Detailed con-
figurations are provided in Table 9.

Table 9. Configuration details for ∆-Cache in different models
and tasks. t2v denotes text-to-video, c2v denotes class-to-video, t2i
denotes text-to-image, and c2i denotes class-to-image.

∆-DiT Task Diffusion steps b All layers Nc

Latte t2v 50 12 28 21
Latte c2v 250 60 14 10
Hunyuan t2i 50 12 28 18
DiT-XL/2 c2i 250 60 28 21

PAB PAB (Pyramid Attention Broadcast) [47] is one of
the most promising caching methods designed for real-time
video generation. The method leverages the observation that
attention differences during the diffusion process follow a
U-shaped pattern, broadcasting attention outputs to subse-
quent steps in a pyramid-like manner. Different broadcast
ranges are set for three types of attention—spatial, temporal,
and cross-attention—based on their respective differences.
PABαβγ denotes the broadcast ranges for spatial (α), tem-
poral (β), and cross (γ) attentions.

In this work, we use the official implementation of PAB
for text-to-video tasks on Latte and adapt the caching method
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to other tasks in-house. For the class-to-video task, where
cross-attention is absent, PABαβ refers to the broadcast
ranges of spatial (α) and temporal (β) attentions. In the
text-to-image task, which lacks temporal attention, PABαβ

instead denotes the broadcast ranges of spatial (α) and cross
(β) attentions. We do not apply PAB to the class-to-image
task, as it involves only spatial attention.

Table 10. Configuration details for T-GATE in different settings.
t2v denotes text-to-video, t2i denotes text-to-image.

T-GATE Task Diffusion steps m k

Latte t2v 50 20 2
Hunyuan-DiT t2i 50 20 2

T-Gates T-Gates divide the diffusion process into two
phases: (1) the Semantics-Planning Phase and (2) the
Fidelity-Improving Phase. In the first phase, self-attention
is computed and reused every k step. In the second phase,
cross-attention is cached using a caching mechanism. The
hyperparameter m determines the boundary between these
two phases. For our implementation, we use the same hy-
perparameters as PAB [47]. Detailed configurations are
provided in Table 10.

FORA FORA (Fast-Forward Caching) [30] stores and
reuses intermediate outputs from attention and MLP lay-
ers across denoising steps. However, in the original FORA
paper, features are cached in advance before the diffusion
process. We do not adopt this approach, as it is a highly
time-consuming process. Instead, in this work, we skip
the “Initialization” step in FORA and calculate the features
dynamically during the diffusion process.

9. Case Study
Video Generation In Figure 5, we showcase the gener-
ated video frames from text prompts with Skip-Cache ,
PAB, and comparing them to the original model. From
generating portraits to scenery, Skip-Cache consistently
demonstrates better visual fidelity along with faster gen-
eration speeds. Figure 6 presents class-to-video genera-
tion examples with Skip-Cache with varying caching
steps ∈ {2, 4, 6}. By comparing Skip-Cache to Origi-
nal model, we see Skip-Cache maintain good generation
quality across different caching steps.

Image Generation Figure 7 compares qualitative results
of Skip-Cache compared to other caching-based acceler-
ation methods (∆-DiT, FORA, T-GATE) on Hunyuan-DiT.
In Figure 8, Skip-Cache show distinct edges in higher
speedup and similarity to the original generation, while other
baselines exist with different degrees of change in details

such as color, texture, and posture. Similarly, we present
Skip-Cache with varying caching steps in Figure 8, show-
ing that with more steps cached, it still maintains high fidelity
to the original generation.
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2  Speedup

1.3  Speedup

"a breathtaking view of a beautiful sunrise over a mountain range. The sky is filled
with clouds, and the sun is shining brightly. It's a stunning sight to behold."

Original

PAB

Prompt "a room with a fireplace in the center. The room is dimly lit, and the fireplace is the
focal point of the room."

"a young boy wearing a plaid shirt and standing in a room. He is looking at the camera
with a smile on his face."

2  Speedup

1.3  Speedup

Original

PAB

Prompt "a man wearing a top hat and sunglasses playing a guitar in a city at night. He is
dressed in a suit and appears to be playing a song."

Figure 5. Qualitative results of text-to-video generation. We present Skip-Cache , PAB469, and the original model. We apply
Skip-DiT on Latte as the backbone model for video generation. The frames are randomly sampled from the generated video.
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Original

2.19  Speedup

FFS Sky

2.43  Speedup

1.56  Speedup

Taichi UCF101

Figure 6. Qualitative results of class-to-video generation. We present the original video generation model and Skip-Cache with different
caching steps n. We apply Skip-DiT on Latte as the backbone model for video generation. The frames are randomly sampled from the
generated video.

1.46  Speedup

"A yellow vase
with two pink,
purple and
white flowers
in it."

"A skier going
downhill while
making snow
plumes."

"A dog
catching a
frisbee in the
air."

FORA
1.19  Speedup

T-GATE
1.12  SpeedupOriginal

-DiT
1.27  Speedup

Figure 7. Qualitative results of text-to-image generation. We present Skip-Cache , ∆-DiT, FORA, T-GATE, and the original model. We
apply Skip-DiT on Hunyuan-DiT as the backbone model for image generation.
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Figure 8. Qualitative results of class-to-image generation. We present the original image generation model and Skip-Cache with different
caching steps n. We apply Skip-DiT on Hunyuan-DiT as the backbone model for image generation.
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