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Abstract

Individuals may differ in their tendency to fully use the range of a Likert scale. Such individual response styles may

have an effect on estimates of correlations. It is shown with simulated data that a relatively simple nonlinear latent

model can be used to detect and correct (to some extent) for the bias introduced by differences in multiplicative

response styles. A real-world dataset is examined to show that the effect may occur in reality and may lead to biased

conclusions.
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Introduction

The use of Likert scales[1] to measure latent constructs in the social sciences is extremely widespread[2]. Some debates

have investigated which uses of Likert scales are statistically valid given that they are ordinal, and thus parametric

statistical methods may not be adequate (see, e.g., Carifio and Perla[3] and Norman[4] for a discussion). Another strand of

critical discussion is concerned with the bias that Likert scales may introduce. James et al.[5] described the bias of central

tendency, i.e., the preference for the neutral position. Chung and Monroe[6] discuss a bias that comes from social

desirability. Kreitchmann et al.[7] compare graded-scale items and forced-choice format items to assess bias.

Pimentel[8] explored bias related to the question of odd or even Likert scales. It has been shown that response

styles[9] depend on culture[10] and that they affect applied areas such as marketing research[11]. Similarly, Liu et

al.[12] investigate extreme response styles and conclude that this can have significant implications, but they do not

investigate ways to correct this bias. Douven[13] gives an explanation for the central tendency in Likert scale studies by

cognitive modeling of the decision process. All these studies (and many more) describe the origin of the bias and give

recommendations on how to avoid or reduce it, e.g., by choosing prompts with care and designing the questionnaire

appropriately. Detection and correction of bias with Likert scales are studied as well. Van de Vries[14] discusses a wide

spectrum of methods that are mainly targeted at the detection of bias, less on the correction. Among the studies that

discuss methods to correct bias introduced from response styles is Moors[15]. It uses a latent class analysis to check and
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correct response styles when they are of discrete nature. Somewhat similarly, but simpler in its approach, is Greenleaf[16].

He uses individuals’ variances over many responses to weight responses in a linear regression model. In contrast to

Moors, the model I will investigate in this paper has no discrete classes of response styles but measures individuals’

response types approximately on a continuum. And in contrast to Greenleaf, the model considered here uses the flexibility

of latent variables to estimate the individual bias. In Rossi et al.[17], the general idea is very similar to our approach: An

additive and a multiplicative bias are treated as a latent variable for each case. However, the method estimates a

covariance matrix between Likert scale items, not between constructs built from these scales. Böckenholt[18] uses IRT

methods based on the assumption that the underlying “true” construct to be measured is normally distributed. He models

the individuals’ answering process by binary trees. This approach may give further insight, but it is conceptually more

difficult than the model applied in the present paper. Furthermore, several advanced IRT methods are described in the

literature that model the probability of selecting a grade at a Likert scale[19][20][21]. Such methods are very flexible and can

account for different forms of response styles. However, their complexity makes it difficult for the user to understand and

adapt the response style model to the situation at hand. The present study is directed at detecting and correcting a

multiplicative form of response style bias by using a simple nonlinear confirmatory factor analysis model. The kind of

response style considered is similar to the extreme response style in the classification of van Vaerenbergh and Thomas[9].

The research questions that will be answered are:

Can individual multiplicative response style have a substantial impact on estimations of correlations between

constructs?

Can nonlinear latent variable models be used to detect and correct such a bias at least to a certain extent?

Is there evidence that this kind of bias has an impact on the analysis of real-world data?

The rest of the article will first describe the model and the estimation method. This is followed by a description of the

simulation and its results. Finally, a real-world data set will be analyzed.

This article will follow the notational conventions suggested by Carifio and Perla[3] that state that a Likert scale is a

combination of Likert items. An individual Likert item is a test item that allows respondents to express e.g. agreement with

a given statement by choosing one of several (often five or seven) options displayed linearly and either numbered or

described verbally.

The model

The Likert scales that are considered here typically are designed to measure a latent construct by several Likert items that

ask respondents to rate their agreement with a given statement. So there is a natural zero (no agreement) and possible

values of agreement are in some interval [0, c]. Respondents typically have a choice of five or seven grades, but in some

realizations, also more fine-grained answers are possible (especially in online surveys, it is often possible to select a

percentage by using a pointing device). In order to have a unified presentation, it is assumed that all these responses to

Likert items are linearly transformed to the unit interval [0,1]. We will consider responses of n individuals on l Likert scales,
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each consisting of m Likert items. Thus, the raw data to be simulated and analyzed consists of the following data:

x(j)
i ,k ∈ [0, 1],  i = 1..n,  j = 1..l, k = 1..m

The latent structure to be recovered is defined by a matrix of “true” values that each individual has for each construct:

ξ(j)
i ∈ [0, 1],  i = 1..n,  j = 1..l

If there was no multiplicative and additive response style transformation, then the reflexive congeneric measurement

model (e.g., Kline[22]) would be simply

x(j)
i ,k = λ(j)

k ξ(j)
i + ϵ(j)

i ,k

Here ϵ(j)
i ,k is an error variable such that the ϵ(j)

. ,k have mean 0 and are uncorrelated. Widely used is also the special case of

a τ-equivalent measurement model where all λ(j)
k = 1.

In the presence of a multiplicative response style, it is assumed that some individuals tend to express a judgement by

giving larger ratings than others, despite their true values should be equal if they could be measured. It is assumed that

this is an individual trait of expressiveness, or an individual factor that multiplies the “true” value when answering the Likert

scale. The measurement model that will be discussed in this paper is, in the general case, congeneric with intercepts β(j)
k

 and loadings λ(j)
k :

x(j)
i ,k = μiλ

(j)
k ξ(j)

i + β(j)
k + ϵ(j)

i ,k

Note that this model is not identified as there is a “gauge freedom” because one could multiply the ξ(j)
i  for all j by the same

factor if μi or λ(j)
k  is divided by this factor simultaneously. To solve this problem, one can either fix some loadings or restrict

them to certain intervals. This will not fix them uniquely, but here we are only interested in correlations between latent

variables, and these are not affected by such linear transformations. Therefore, the response style variables are restricted

to μi ∈ [1 − δμ, 1 + δμ] with a fixed number δμ > 0 that is expected to be large enough to capture the expected range of

response style factors (in the simulations below, δμ = 0.5 will be used). Moreover, the latent variables will be constrained

to an interval, too: ξ(j)
i ∈ [0, 1]. For the loadings, it suffices to restrict them to some sensible interval, e.g., 

λ(j)
k ∈ [ − 10, 10],  β(j)

k ∈ [ − 1, 1]. All this guarantees that the solution will be contained in some compact space, and the

remaining freedom within does not affect correlations calculated from estimates of latent variables.

The model parameters are estimated by weighted least squares, i.e.,

argmin
{μi,λ

( j)
k ,ξ ( j)

i ,β( j)
k }

l

∑
j=1

m

∑
k=1w (j)

k ⋅

n

∑
i=1ϵ(j)

i ,k
2

With weights w (j)
k > 0. Initially, uniform weighted least squares (ULS) can be used with w (j)

k = 1. Then, some iterations of

weight selection can be appended to get a weighted least squares (WLS) approximation by using w (j)
k =

1
1
n ∑n

i=1ϵ
( j)
i,k

2

 from

the estimates of the foregoing iteration step as an estimate for the inverse variance of ϵ(j)
k .
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Simulation studies

Simulations of data for the class of models described in the preceding section are straightforward. As input, one needs

the sample size n, the number of constructs, and the number of Likert items per Likert scale. Moreover, a small number δ ′

 that defines the maximal strength of the multiplicative bias, and of course the distributions of latent variables and error

variances.

In the simulation reported here, four latent variables have been chosen to be multivariate normal with mean 

(0.5, 0.5, 0.5, 0.5) and covariance

σ2 =

0.02 0.004
0.015

0.001 0.006
0.001 0.004
0.004 0.005

0.01

.

For each of the four Likert scales, 6 Likert scales have been generated by adding errors and rounding to Likert scale

values. Error variables are chosen to be independent with a mean of 0 and are normally distributed with standard

deviations between 0.03 and 0.1. All weights λ(j)
k  have been chosen to be 1. The multiplicative factor is chosen to be

uniformly distributed μ ∼ U 1 − δ ′, 1 + δ ′ , δ ′ = 0.5. From these data, the simulated responses have been calculated and

rounded to the s values of the Likert items (s = 7).

From a data sample of size n, one can calculate several estimates of the correlation matrix R. The easiest one is the

correlation matrix over sum score scales x(j) ≔ ∑m
k=1x(j)

. ,k ∈ Rn, R̂
sum ≔ cor  x(j), x j ′

j , j ′ . The second approach is to

estimate model (1) with a standard SEM package like lavaan[23].

To estimate the non-linear model (2), several techniques can be applied. I found that in this application, least square

estimation outperforms Bayesian estimation, so it was applied.

Initial values for parameters for latent variables were chosen as the first observed variable in its measurement model. Full

details are given in the implementation (R code is in the attached files).

A total of 100 samples for sample size n = 300 were generated and estimated. Estimations were carried out on a

MacBook (M1Pro, 32GB RAM) with R4.4, lavaan 0.6.18, and optimx 2023-10.21. Estimating one sample of size 300 took

about one minute for all four methods together. All files are available from https://myweb.rz.uni-

augsburg.de/~oldenbre/LikertCorrectionFiles.zip.

The root mean square error (RMSE) is an established measure for the deviations between estimates and true values. It

was calculated independently for the 10 off-diagonal entries in the correlation matrix, and then the average of these was

( )

( )

( ( ) )

Qeios, CC-BY 4.0   ·   Article, November 12, 2024

Qeios ID: CRR544.2   ·   https://doi.org/10.32388/CRR544.2 4/8

https://myweb.rz.uni-augsburg.de/~oldenbre/LikertCorrectionFiles.zip


calculated and displayed in Table 1.

 
Mean absolute error RMSE

Sum Sem ULS WLS Sum Sem ULS WLS

n = 100 0.31 0.34 0.26 0.23 0.31 0.34 0.28 0.25

n = 300 0.31 0.34 0.21 0.25 0.31 0.34 0.22 0.26

Table 1. Simulation results

The results show that ULS and WLS typically get better estimates than the traditional methods. However, the resulting

RMSE are still far from perfect. A closer look shows that the traditional methods tend to overestimate the correlation, while

ULS and WLS tend to underestimate the correlations, i.e., they overcompensate the bias by attributing too much common

factor to the bias. One can bring down this effect by specifying a smaller value for δμ, but as there is no obvious strategy

to choose a best value for this parameter, this optimization was not done here (and neither in the real-world application

below).

Taken together, these results allow us to give affirmative answers to research questions 1 and 2.

Real-world data

A systematic study of the presence of a multiplicative response bias in data collected in research in the human sciences

is, of course, beyond the scope of this publication. However, several data sets have been investigated, and all showed

more or less strong bias. A typical example will be reported in detail. The data[24] is publicly available and measures three

constructs, namely fear ξ(1) (with 7 five-point Likert items), dependence ξ(2) (5 Likert items), and anxiety ξ(3) (7 Likert

items) of 1317 individuals.

In a first analysis, only the 370 cases without missing data have been kept, i.e., the data is a matrix 

xik,  i = 1..n = 370,  k = 1..19. The model was chosen as congeneric, as no reason for τ-equivalence was given:

xik = ak ⋅ μi ⋅ ξ(j(k ) )
i + bk + ϵik

Here j(k) is 1 for 1 ≤ k ≤ 7,  2 for 8 ≤ k ≤ 12 and 3 for k ≥ 13. The constraints have been set to 

ξ(j)
i ∈ [0, 1],  μi ∈ [0.5, 1.5], |ak | ≤ 2, − 0.1 ≤ bk ≤ 1.

The correlation matrices of the constructs have been calculated from sum scores, SEM (using lavaan with ML estimation),

and the above-given model estimated with ULS and WLS least squares. The results are given in this order in the following

four correlation matrices.
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Sum scores:  

1 0.104 0.403
1 −0.011

1
,  SEM:

1 0.130 0.480
1 −0.017

1

ULS :  

1 0.079 0.373
1 −0.047

1
,  WLS :  

1 0.084 0.299
1 −0.042

1

The differences between the largest and smallest estimates of the same correlation are up to 0.18, and therefore, they

cannot be ignored.

In a second analysis, the full set of size 1317 has been analyzed. For sum score correlation, pairwise complete

observations were used. For the SEM estimation, the lavaan option missing = "fiml" was used (full information maximum

likelihood). In the least squares estimation, summands with missing data were omitted. Results are:

Sum scores:  

1 −0.108 0.458
1 −0.163

1
,  SEM:

1 −0.142 0.602
1 −0.226

1

ULS :  

1 −0.155 0.393
1 −0.161

1
,  WLS :  

1 −0.159 0.303
1 −0.201

1

In this case, the difference between the largest and smallest estimates of the same correlation is up to 0.3. However, for

the correlations involving the second construct, estimates are much closer together. The reason for this is unclear but

may be related to the orientation of the scale. It should be noted that lavaan reported no errors in the estimation and fit

indices are good (CFI=0.933, TLI=0.923, RMSEA=0.048, SRMR=0.044).

Summarizing, one can affirmatively answer the third research question.

Conclusions

The simulation study indicated that multiplicative response style bias can affect estimated correlations and that this effect

can be reduced (although not completely) by estimating a non-linear model with non-normal latent variables that takes the

multiplicative effect into account. Data from real-world studies suggests that the effect can occur in reality and may lead to

biased conclusions, maybe even to false ones.

From these results, a clear recommendation can be deduced: One should estimate correlations of latent variables both by

traditional means such as sum scores and SEM models, but also by non-linear models as explained above. If the

estimated correlations do not differ too much, one may conclude that no substantial multiplicative response bias effect

affects the estimation. On the other hand, if they differ, then one should be cautious and interpret the data preferably with

( ) ( )
( ) ( )

( ) ( )
( ) ( )
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the correlations estimated by the non-linear model.
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