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Abstract

The financial risk management mechanism of enterprises can be more complete through exploration in the application

effect of data mining technology combined with K-means clustering algorithm in enterprise risk audit. Hence, K-means

clustering algorithm is introduced to study the paperless status of electronic payment in the trading process of e-

commerce enterprises. Additionally, a risk audit model of e-commerce enterprises is implemented based on K-means

algorithm combined with Random Forest Light Gradient Boosting Machine (RF-LightGBM). In this model, the actual

operation process of data preparation, data preprocessing, model construction, model application and evaluation are

implemented to study the payment flow in the transaction process of e-commerce enterprises by using big data

analysis technology. Eventually, the performance of the model is evaluated by simulation. The results show that,

compared with the models and algorithms proposed by scholars in other related fields, the classification accuracy of the

model proposed here reaches 95.46 %. Simultaneously, the data message delivery rate of the model algorithm is

basically stable at about 81.54 %, and the data message leakage rate, packet loss rate and average delay are lower

than those of other models and algorithms. Therefore, under the premise of ensuring the prediction accuracy, the audit

model of e-commerce enterprises can also achieve high data transmission security performance, which can provide

experimental basis for the safety improvement and risk control of the audit process in e-commerce enterprises.
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I. Introduction

At present, along with the advancing progress of communication technologies such as wireless transmission and mobile

equipment,e-commerce enterprises are also developing rapidly. Meanwhile, the emergence of computer technologies like

cloud computing, artificial intelligence (AI), big data (BD) has made e-commerce industries more intelligent. According to

statistical analysis, the total volumes of business in e-commerce industries have almost reached 3 billion yuan.The

proportion of the online shopping market in the e-commerce market was only about 11 % in 2011, and by 2018 it grew to

nearly 30 %. The rapid popularization of e-commerce in people's life has also brought new business directions and certain

risks to accounting and auditing work, such as paperless transaction processes and electronic payments [1,2]. Therefore,

how to adopt data mining (DM) in the risk audit of e-commerce enterprises has raised a group of relevant scholars'

interest.

Compared with the transaction process of traditional enterprises, e-commerce enterprises usually use the Internet, and

electronic payments such as Alipay, WeChat payment are mainly taken in the transaction process online. Therefore, this

process is also called e-commerce transaction. Online payment makes the transaction process of e-commerce basically

paperless [3]. The electronic payment process also makes the audit of e-commerce enterprises different from traditional

audit in many aspects, such as audit objectives, audit content, audit methods and procedures. Therefore, the audit

contents of e-commerce enterprises do not include just enterprises' annual financial reports, but also the analyzation on

whether the e-commerce system is still reliable. As the audit content of e-commerce enterprises is more extensive, the

audit risk is further increased. Additionally, with the increasing number and scale of e-commerce enterprises, more and

more e-commerce servers need certified public accountants to supervise the audit, which also makes the audit inevitably

face some risks. DM technology can classify and predict sample data when auditing transaction data information in e-

commerce enterprises [4]. The advantages of the e-commerce audit risk identification model based on DM technology are

that it does not need the tedious conditional assumptions in the traditional statistical model, but is suitable for mass data

identification without structure and form, and it uses computer to effectively process information and to quickly obtain the

identification results. It has the advantages of high identification efficiency and good identification effect.

When auditing the transaction data information of massive e-commerce enterprises, the audit model has also changed

from a model based on statistical technology to a model based on intelligent technology, including multivariate analysis,

Logistic, AI, support vector machine (SVM), K-means clustering algorithm, decision tree (DT), neural network, random

forest (RF), etc., which are all intelligent algorithms that can perform unsupervised learning of multi-level features of data

from the original massive data in an unsupervised state. Among them, many studies have shown that the RF algorithm

has incomparable advantages over other machine learning (ML) algorithms. It can not only deal with large data sets with

high efficiency and high quality, but also maintain excellent prediction accuracy under the condition of high-dimensional
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feature. It sorts the importance of input variables, and has strong adaptive ability and self-learning ability. It is very suitable

for nonlinear modeling without the influence of multiple collinearities[5,6]. Moreover, RF algorithm can overcome the over-

fitting problem existing in other models, and have been widely used in many fields, such as bioinformatics, medicine, and

social science. K-means algorithm is used to make iterative clustering analysis. When it is carried out, K objects are

randomly selected as the clustering center in the first stage. Then, the distance between each object is calculated, and the

distance of each seed clustering center is also measured. By these steps, each object is assigned to the nearest

clustering center. Clustering centers and their assigned objects refer to a clustering. After one more sample is assigned,

anther calculation should be conducted on the cluster center, according to cluster's existing objects. The process should

be repeated until the model meets the termination condition [7]. Applying it to enterprise audit can effectively classify the

transaction process and data, which is of great significance to enterprise risk audit.

To sum up, with the AI algorithms being continuously improved, the audit work is facing not only a rare opportunity, but

also a big challenge in the widespread popularity of e-commerce companies. It is innovative to introduce the K-means

clustering algorithm into the e-commerce industry. Meanwhile, integrated with the improved RF algorithm in the ML

algorithm, the Random Forest Light Gradient Boosting Machine (RF-LightGBM) fusion algorithm is designed. And

construction is conducted on the risk audit model of e-commerce enterprises based on K-means algorithm combined with

RF-LightGBM. Ultimately, through simulation, its performance is evaluated, to provide experimentally referencing values

for the later audit risk reduction and quality improvement.

II. Recent Related Work

A. Tendency of the Development of Enterprises' Risk Audit

With the advent of e-commerce, paperless transactions not only affect the traditional manufacturing production, but also

bring new risks to the accounting and auditing work. Many scholars have studied the risk audit of enterprises. Shad et al.

(2019) combined the implementation of enterprise risk management with sustainable development reports to test the

influence of risk audit on the enterprises' economic added value. Simultaneously, they proposed to use ordinary least

square (OLS) analysis to obtain information about enterprise risk management practices and sustainability reports [8].

Hanggraeni et al. (2019) displayed significant results of risk management factors by using an offline questionnaire survey.

Simultaneously, through the marketing and financial management risk audit assessment, they found that enterprise

identification and management activities would have a vital influence on business performance [9]. Cheng et al. (2021)

proposed a new q-rung othopair fuzzy weighted averaging operator (q-ROFWAO) to rank and evaluate manufacturing

small and middle-size enterprises (SMEs). The results show that the method is effective in Sustainability Enterprise Risk

Management (SERM) of SMEs [10]. Yang et al. (2021) introduced the time dimension to describe the dynamic, sudden,

and timely evolution characteristics of enterprise risk events in view of the static mapping problem in the knowledge map

of existing enterprises. ResNet dynamic knowledge reasoning method was also proposed to improve the loss balance

function of multi-network model. Experiments show that the new model can effectively improve the accuracy of entity and

Qeios, CC-BY 4.0   ·   Article, March 13, 2024

Qeios ID: G9G0S3   ·   https://doi.org/10.32388/G9G0S3 3/24



relationship prediction [11].

B. Application Status of the DM Technology

With the Internet and information technology being increasingly advanced, the scale of data in all walks of life has been

increasing. As one of the AI algorithms, ML has a wide range of applications, which provides a strong guarantee for DM of

massive data information and is studied by many scientific researchers. Ping et al. (2019) introduced two ML methods for

evaluating the fuel efficiency of driving behavior using natural driving data. Results indicate that this method can be

adopted to make effective identification on the relationship between driving behavior and fuel consumption from the macro

or micro levels, and can effectively predict the driving behavior of vehicles [12]. Xu et al. (2019) proposed detailed

methods rooted in remote sensing, ML, and computer vision, and made full use of existing data to combine convolutional

neural networks (CNN) with subtle and scientific observation data of the earth [13]. In view of the current situation of flight

delays, Gui et al. (2019) designed a normalized model using LSTM algorithm and RF algorithm to classify and predict

flight conditions. The results show that the proposed model based on random forest can obtain higher prediction accuracy

(binary classification is 90.2 %) and overcome the overfitting [14]. Lv et al. (2020) constructed a cognitive computing

model by context-aware data flow by optimizing the decision tree algorithm in ML. The results show that the application of

the model algorithm can ensure the accuracy and stability of behavior classification, which is of great significance for

operators to analyze user behavior and develop personalized services [15]. Kanagaraj et al. (2021) put forward an

enhanced multi-class normalized optimal clustering algorithm and applied it to data object grouping and classification. The

results outline the needs of different regions in India in terms of energy consumption, and show that the proposed method

performs significantly better [16].

Through the analysis of the research of the above scholars, it is found that in the era of massive data generation, the

application field of DM technology is becoming gradually more extensive. In the field of risk audit, most of enterprises still

adapt the traditional manufacturing audit work. Under the trend of rapid popularization in the field of e-commerce, there

are not many studies related to risk audit. Therefore, aiming at the risks existing in the audit process of e-commerce

enterprises in the field of e-commerce, the standard algorithm is optimized by the ML algorithm and construction is

conducted on risk audit evaluation model of e-commerce enterprises, which are of great significance to the safety

improvement and risk control of the audit process in e-commerce enterprises.

III. Construction and analysis of risk audit evaluation of e-commerce enterprises based on

dm technology

A. Requirements Analysis of Data Sources and Risk Audit of E-Commerce Enterprises

In e-commerce enterprises, data sources are more extensive than financial transactions with traditional supply chain. E-

commerce enterprises can improve the real-time update frequency of data through multi-dimensional BD acquisition, thus
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improving the effectiveness of data audit. Fig. 1 illustrates the BD sources of e-commerce enterprises.

Fig. 1. BD resource of e-commerce enterprises

The collection of multi-dimensional data shown in Fig. 1 can effectively reduce the information asymmetry and false

information, which is conducive to the operation of the BD risk control model in the later stage to avoid the error of the

analysis results due to insufficient user information, to better prevent and control various audit risks. Moreover, through

the analysis of the credit evaluation model constructed by diversified and deep-seated multidimensional big data, it is

conducive to more accurate credit evaluation of users.

The audit mode and method of e-commerce business transactions are also constantly updated with the change of BD

technology. The complexity of data types, the expansion of data analysis scope and the increase of audit projects put

forward higher requirements for the professional quality of internal auditors. The practical application of BD audit mainly

includes the configuration of personnel professional knowledge, the configuration of hardware and software equipment,

and the sufficient and accurate data required [17,18]. Primarily, in terms of personnel professional quality, since the BD

audit is still in the developing stage, some technical personnel in the audit department still adopt the traditional risk-

oriented internal audit work method, which requires the company to increase the introduction of employees and personnel

training. There are differences in the development of hardware and software equipment. Moreover, in terms of data

preparation, if the business data collected in the audit operations are incomplete, the audit results will be affected. Data,
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as the basis of audit judgment, will influence the quality of internal audit in a certain degree. If there are information mis-

records or missing records and cross-system extraction failures, the audit results will be misleading. Therefore, when

auditing the risk of data information in e-commerce enterprises, DM is inevitable. Here, the combination of ML K-means

clustering algorithm and RD is used to audit the risk of BD of transactions in e-commerce enterprises, which is

significantly practical to the transaction information security and accurate audit of e-commerce enterprises.

B. Random Forest Algorithm Applied to Big Data Audit Analysis of E-commerce Enterprises

When auditing the transaction data of e-commerce enterprises, classifying the data is the primary work to be carried out.

RF is an improved algorithm based on common decision tree, which has more advanced advantages than common

decision trees. It can generate training samples independently in each decision tree, and then form a forest. Ultimately,

the results of multiple decision trees are combined by using some strategies. Based on the DT algorithm, a random forest

is formed [19]. Fig.2 demonstrates the DT algorithm applied to BD in the e-commerce enterprises.

Fig. 2. DT algorithm applied to BD in the e-commerce enterprises
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As for the general DT algorithm, the segmented node usually selects an optimal feature attribute from all the sample

feature attributes on the node as the basis of the segmented node [20]. However, RF randomly selects some feature

attributes on the current node, and then selects an optimal feature attribute as the basis for dividing the node. In this way,

RF further enhances the generalization ability of the model. Compared with DT method, RF algorithm is more effective to

solve the problem of overfitting in DT. After the establishment of the RF, assuming that there is a new sample, it is put into

the RF, and then each DT in the RF enters the sample attribute category for decision-making, each tree has a vote, with a

few subordinates to the majority method, the categories with the largest number of DT votes are the final classification

results of the sample [21]. The RF algorithm is applied to DT of e-commerce as shown in Fig. 3.

Fig. 3. RF algorithm applied to DT of e-commerce

As shown in the right part of Fig. 3, the construction of RF algorithm includes three steps: training set generation, decision

tree construction, and algorithm formation and implementation. Assuming that the scale of random forest is N, the random

forest algorithm needs N decision trees for training. Hence, a corresponding number of training sets need to be generated.

To prevent the DT from producing local optimal solution, the RF generates N training sample sets by using the bag

random sampling technique with replacement. Besides, this operation will inevitably lead to repetition in the sampling

training samples.

Iterative Dichotomiser 3 (ID3 algorithm) (ID3 algorithm refers to a greedy algorithm used to construct decision trees.) is

one of the most basic algorithms in RF. The algorithm first calculates the information gain of each attribute, and then

compares the information gain of each feature one by one, and selects the best attribute for node segmentation [22]. The

so-called best attribute refers to the maximum information gain obtained by dividing the sample set according to the

characteristics. Information entropy is a basic concept in algorithm operation, which is used to measure uncertainty.

Equation (1) indicates the sample set of decision tree at node m.
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X = x1, x2,⋯, xn

The corresponding sample category can be expressed as:

 ci i = 1, 2,⋯, N

pirepresents the probability for each category and X accords to the information gain obtained by dividing sample by m

corresponding to attribute a.

Gain(a) = Info(X) − Infoa(X)

In Equation (3),Info(X)means the information entropy of.

Info(X) = −

c

∑
i=1 pilog2pi

Infoa(X) stands for the predicting information required by X.

Infoa(X) =

v

∑
j=1

Xj

|X | Infoa Xj

ID3 algorithm selects the maximum attribute as the test attribute. However, it cannot handle continuous variables and

prefers to select properties with more values. Therefore, ID3 algorithm usually leads to that the DT solution is local optimal

solution rather than global optimal solution. Scholars have conducted in-depth research and discussion on this issue, and

finally proposed the C4.5 algorithm. C4.5 algorithm is based on information gain rate. This algorithm uses the information

gain rate to avoid the deviation of segmentation attributes, making it more equitable to select each attribute when dividing

nodes [23]. Equation (6) illustrates the calculation of information acquisition rate.

GainRatio(a) =

Gain(a)
splitInfoa(X)

In Equation (6), splitInfoa(X)represents the information segmentation rate, and Equation (7) expresses it in a function.

splitInfoa(X) =

v

∑
j=1

Xj

|X | log2

Xj
X

Although compared with ID3 algorithm, C4.5 algorithm can discrete the original continuous attribute variables, it can

handle continuous numerical variables and is also suitable for missing data [24]. The classification rules generated by

C4.5 algorithm are easy to understand and have high precision; however, the algorithm is not dominant in execution time

and storage space.

Meanwhile, classification and regression tree (CART) algorithm is also very common in RF algorithm. Different from ID3
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algorithm and C4.5 algorithm, CART algorithm uses Gini minimum impurity criterion for node segmentation. Equation (8)

displays the calculation process of Gini minimum impurity criterion.

Gini(t) = 1 −

c

∑
j=1 [p( j| t) ]

2
j = 1,⋯, c

In Equation (8), p( j| t) refers to the probability of type j on node t. When the same category is composed of all the samples

of node t, the minimum value is given to the Gini index, namely, 0, and the sample category is the purest. When the Gini

index is maximum 1, the purity of the sample category is the lowest, that is, categories are different. The sample set is

divided into m branches, and the Equation (9) expresses the Gini index used to split the current node.

Gini(X) =

m

∑
i=1

ni
n Gini(i)

In Equation (9), m refers to the number of sub-nodes, niaccords to the number of samples at sub-node i, and n represents

the number of samples at the upper node. Moreover, the application of CART algorithm needs to calculate the Gini index

of each attribute in the training process. After the variables with the smallest Gini index are selected to segment the

current node, the decision tree needs to be recursively constructed until it reaches the stopping condition.

However, the Light Gradient Boosting Machine (LightGBM) algorithm, as an open source and efficient distributed gradient

boosting tree algorithm newly released in recent years, has the characteristics of fast operation, less memory

consumption and high accuracy, and is widely used in classification and regression. In the Gradient Boosting Decision

Tree (GBDT) iteration, it is assumed that the learner obtained in the previous round is defined as Zt−1(x),  whose loss

function accords to Equation (10).

L Y, Zt−1(x)

Then, the goal of this training is to find a suitable weak learner to minimize the loss function. Equation (11) defines the

loss function.

Zt(x) =
argmin

h∈H
∑

L y, Zt−1(x) + ht(x)

Then, the negative gradient of the loss function is calculated to fit the approximate value of the current wheel loss

function. Equation (12) demonstrates the approximate value of the loss function.

fti = −

∂ y, Zt−1 xi

∂Zt−1 xi

Square difference is usually used for approximationht(x)as shown in Equation (13).

( )

( )

( ( ) )
( )
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ht(x) =
argmin

h∈H
∑

rti − h(x) 2

In this round, the strong learner is defined as displayed in Equation (14).

Ft(x) = ht(x) − Ft−1(x)

 Therefore, the LightGBM algorithm is integrated with the RF, namely RF-LightGBM, to reduce the calculation cost of the

audit process of e-commerce enterprises, improve the calculation efficiency of the model, and obtain high accuracy while

maintaining high calculation efficiency.

C. Application of K-means Clustering Algorithm in Big Data Audit Analysis of E-commerce Enterprises

The K-means algorithm can be described as a centroid-based partition technology, that is, the centroid of the clusterCiis

used to represent the cluster. When the K-means algorithm is applied to the data analysis of e-commerce enterprises, the

centroid of the cluster is defined as the mean value of the points in the cluster. In the clustering process, n objects are

randomly selected with k as the parameter, and each object represents the initial mean value of a cluster. These objects

are then divided into k clusters. The remaining objects are placed to the neighbor cluster based on their center distance

from each cluster, so that the cluster has higher similarity [25,26]. This time, the mean value of each cluster changes, and

the average value are recalculated, and the process is repeated until the result cluster is as independent as possible.

As Equation (15) indicates, a known set of n data samples is defined as Ω.

Ω = xi |xi = xi1, xi2,⋯, xid , i = 1, 2,⋯, n

In Equation (15), xi = xi1, xi2,⋯, xid refers to a d-dimensional vector, xidrefers to the dth identical attributes of the ithdata,

n represents the sample size. Equation (16) illustrates the clustering center.

C = cj |cj = cj1, cj2,⋯, cjd , c = 1, 2,⋯, k

In Equation (16),cj = cj1, cj2,⋯, cjd refers to the center point of the jthcluster. There are d attributes in every cj, and k

represents the number of clusters.

Equation (17) expresses the Euclidean Distance dis xi, cj , which is the distance betweenxiandcj.

dis xi, cj =

d

∑
l=1 xil − cjl

2, i = 1, 2,⋯, n; c = 1, 2,⋯, k

In Equation (17), xi = xi1, xi2,⋯, xid  cj = cj1, cj2,⋯, cjd ,k refers to the number of the clusters. Equation (18) accords to

the calculation of the center of the same clusterscj.

( )

{ ( ) }
( )

{ ( ) }
( )

( )

( ) √ ( )
( ) ( )
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cjl =

1

N ϕj
∑

xi∈ϕjxil, l = 1, 2,⋯, d; c = 1, 2,⋯, k

In Equation (18), N ϕj  represents the same cluster's amount of data. The criterion function is generally defined by the

sum of error squares, which is expressed as Equation (19).

E =

k

∑
j=1

∑
xi∈ϕjdis xi, cj

In Equation (19), E refers to the total value of the square error of all data objects in the data set of e-commerce enterprise

audit, xiaccords to the point in the space, k represents the given e-commerce enterprise audit data object, and cjstands

for the average value of the center point of the jth cluster class. Fig. 4 displays the algorithm flow of applying K-means

algorithm to BD of e-commerce enterprises.

( )

( )

( )

Qeios, CC-BY 4.0   ·   Article, March 13, 2024

Qeios ID: G9G0S3   ·   https://doi.org/10.32388/G9G0S3 11/24



Fig. 4. K-means algorithm applied in the BD of e-commerce enterprises

Fig. 4 demonstrates the specific steps of when the K-means algorithm is applied to the BD of e-commerce enterprises'

audit. Firstly, k objects are randomly selected from the BD samples of n e-commerce enterprises as the initial clustering
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center; secondly, the distance from each sample to each cluster centroid is calculated respectively, and the sample is

assigned to the neighbor cluster center category; thirdly, after all the samples are allocated, the centers of k clusters are

recalculated; fourthly, compared with the previous calculated k cluster centers, if the cluster center changes, the process

turns to the second step, otherwise turns to the fifth step; fifthly, the process stops and the clustering results are output

when the centroid does not change.

D. Construction and Analysis of Risk Audit Model for E-Commerce Enterprises Based on K-Means Algorithm

Combined with Random Forest

In view of the diversity and complexity of traffic influencing factors in the road network area of smart city construction, K-

means clustering algorithm is introduced here. However, results of K-means clustering algorithm basically depend on

initial values, and difference in initial values is the direct reason of the appearance of diverse clustering results. And the

number of clusters generated k must be given in advance. Therefore, the RF algorithm is introduced and improved to

classify the BD of risk audit in e-commerce enterprises. Finally, construction is conducted on the risk audit model of e-

commerce enterprises based on K-means algorithm combined with RF-LightGBM. Fig. 5 demonstrates its overall

architecture.
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Fig. 5. risk audit model of e-commerce enterprises based on K-means algorithm

combined with RF-LightGBM

In the risk audit model of e-commerce enterprises, the first step is to collect the audit data required by e-commerce

enterprises. The collected data does not only include financial data, but also contains the data that covers the business

situation of the audited unit and the specific audit rules and regulations. After complete collection, the problems in the

same specific direction are integrated and classified. Secondly, the audited data are extracted and cleaned, such as error

data, invalid data and abnormal data found in the audit process during data extraction. Assuming that data is not

processed, it is equivalent to predicting future data with the wrong data, which makes the potential link between the data

undetectable and makes the wrong direction for the later development of the enterprise. The continuous accumulation of

error data will make enterprises face a huge crisis, so data cleaning should not be ignored.
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In the data analysis stage, the K-means algorithm is combined with the RF. The construction of this model algorithm can

not only avoid the sensitivity to the initial value when using the K-means clustering algorithm alone, but also cause

different clustering results for different initial values. The number k of the generated clusters must be given in advance,

which can also reduce the calculation cost of the audit process of e-commerce enterprises, improve the calculation

efficiency of the model, and obtain high accuracy while maintaining high calculation efficiency. A number of n audit

warning indicators are selected from the shared data center of e-commerce enterprises as the object of feature selection,

asX = X1, X2,⋯, Xn ,Xi = Xi1, Xi2,⋯, Xin . Xinindicates the nthcharacter of the ithaudit warning indicator. Now, m

samples are randomly selected from N samples, and Equation (20) accords to the cumulative weight equation of audit

warning features.

Wi+1
j = Wi

j +

diff(j, x, M(x))
m −

diff(j, x, H(x))
m

In Equation (20)�j refers to the audit warning features, which varies from 1 to N; i represents the randomly selected

samples; diff( ⋅ )means the distance;M(x) stands for the heterogeneous nearest neighbor samples, andH(x) denotes the

similar nearest neighbor samples. Fig. 6 demonstrates the steps of the model based on K-means algorithm combined with

RF-LightGBM

1 start

2 Input: dataset D, feature set K

3 Output: optimal classification of e-commerce enterprise data audit

4 Calculate the feature importance degree Ii of feature fi using RF respectively

5 The features are sorted in descending order according to the obtained Ii

6
The lightgbm algorithm is used for evaluation. Backward selection is made for the sorted feature subset to calculate the accuracy atmp after deleting the
feature

7 For fi  do

8 Calculation ai// Calculates the accuracy of the current feature subset

9 C ← C + fi //delete feature fi

10 Calculate atmp // calculate the accuracy after deleting the feature

11 if atmp > aithen

12 abest = atmp, Cbest = C // if the new accuracy rate is greater than the old update feature subset

13 Else then

14 C ← C + fi // otherwise, the feature just deleted will be recycled

15 K-means calculates the distance between K cluster centers and samples

18 end if

19 end for

20 end

Fig. 6. Steps of the model based on K-means algorithm combined with RF-LightGBM

{ } { }

( )
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E. Stimulation

To verify the performance of the risk audit model of e-commerce enterprises based on K-means algorithm combined with

RF-LightGBM constructed here, Matlab software is used to conduct empirical research on the simulation generation of the

constructed model. The data set used here comes from the post-desensitization transaction data provided by Jingdong

Mall (a Chinese e-commerce plat form). Analyzation is mainly made on the accurate data and fuzzy data from January

17,2020 to February 17, 2020. Accurate data consists of customer consumption records, return and exchange interest,

fuzzy data includes user browsing records, commodity comparison records and other information, and the number of all

the enterprises behaviors is more than 100 million. Initially, statistical and visual analyzation are made on the original data,

which are then pre-processed. its pretreatment. Afterwards, duplicate values in the data and default values are removed.

Finally, the data is divided into training set and test set in an 8:2 ratio.

In the simulation analysis, the risk audit model based on K-means algorithm combined with RF-LightGBM classification

algorithm is compared with the models and algorithms proposed by other scholars in related fields, which mainly refer to

RF-LightGBM [27], K-means [28], LightGBM [29], Support Vector Machines (SVM) [30] and Bayesian network (BN) [31],

respectively, from the classification accuracy, data message delivery rate, leakage rate, packet loss rate and average

delay of data transmission security. Among them, the model constructed here uses the cluster module of sklearn when

designing the K-means clustering algorithm. The parameters are set as follows: k for the n_cluster classification cluster

setting, valuing 2 ~ 6, maximum number of iterations defaults 120 for max_iter. Specific simulation experiment

configuration is mainly considered from both hardware and software. In the software, the operating system is Linux 64bit,

Python version is Python 3.6.1, and the development platform is PyCharm; in hardware, the CPU is Intel core i7-7700 @

4.2GHz 8-core, memory is Kingston ddr4 2400MHz 16G, GPU is Nvidia GeForce 1060 8G.

IV. Results and Discussion

A. Comparative Analysis of Classification Accuracy Performance of Each Model and Algorithms

To study the performance of the risk audit model of e-commerce enterprises based on K-means algorithm combined with

RF-LightGBM, the system model constructed here is compared in several aspects with the algorithm put forward by other

relevant scholars. The classification accuracy is predicted from Accuracy, Recall, Precision and F1 value, and Fig. 7

displays the results. Fig. 8 presents further acceleration ratio analysis of its classification efficiency.
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Fig. 7. curves of influence of iteration on classification accuracy of different algorithms (a. Accuracy; b. Precision; c. Recall; d. F1 value)

As Fig. 7 indicates, through the comparison of the system model proposed here with other DM algorithms from Accuracy,

Precision, Recall and F1, results indicate that the recognition accuracy reaches 95.46 % of the model proposed here,

which is 3.06 % higher than that of the models and algorithms proposed by other scholars at least. Further comparison

from three angles of Precision, Recall and F1 suggests that the Precision, Recall and F1 of the model algorithm are 88.17

%, 77.22 % and 73.05 %, respectively. Through a comparison between the model with other algorithms, a conclusion can

be drawn that the Precision, Recall and F1 of the model algorithm are higher, at least 2.79 % higher than those of other

algorithms. Furthermore, through a comparison between the model algorithm proposed here with other algorithms

proposed by other relevant scholars the K-means algorithm combined with RF-LightGBM algorithm used in the risk audit

model of e-commerce enterprises constructed here has better classification accuracy of transaction data of e-commerce

enterprises.
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Fig. 8. Curves of comparison of different algorithms' acceleration ratio (a. pre-processing; b. training; c. test)

The acceleration performance of each algorithm is further compared and analyzed, and Fig.8 illustrates the results. It is

found that with the increase of nodes, acceleration is more accurate than improving the classification of data blocks, and

the degree of parallelism is improved. However, with the increase of nodes, the speedup increases more slowly, because

the communication between nodes takes up a certain amount of time. Furthermore, it is found that the acceleration ratio of

the proposed algorithm is significantly superior to other algorithms, which indicates that the model and the algorithm

constructed here can complete the classification of audit data in e-commerce enterprises more quickly.

B. Analysis of Models' Data Transmission Security Performance under Different Algorithms

To study the prediction performance model constructed here, analyzation is made from the aspects of RF, LightGBM, K-
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Means, SVM and BN from the accuracy, precision, Recall and F1 values, respectively. Fig. 9 demonstrates the results of

the comparison.

Fig. 9. Comparative analysis of data transmission security of audit data of e-commerce enterprises under different algorithms (a. average deliver

rate; b. average leakage rate; c. average delay; d. average loss rate)

After a further analysis is carried out on each algorithm's data transmission performance. Results show that as the amount

of transmitted data increases, the mean of the delivery rate of network audit data shows an upward trend, and the data

message delivery rate is not less than 81.54 % (Fig. 9 (a)) ; the average leakage rate of network data has no obvious

change, and the data message leakage rate of this study does not exceed 10.83 % (Fig. 9b) ; in terms of average delay,

when the transmission audit data increases, the average delay decreases, and the mean value of the delay of the model

algorithm in this study is basically stable at about 344.39 ms (Fig. 9 (c)) ; in the packet loss rate analysis, it is found that

BN algorithm has a higher packet loss rate, where there may be hidden terminal problems, namely, packet loss. The
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algorithm's packet loss rate is the lowest, less than 5.29 %, which is due to the balanced processing of the transmitted

data (Fig. 9 (d)). Therefore, judging by different transmission data, the risk audit model algorithm of e-commerce

enterprises based on K-means algorithm combined with RF-LightGBM constructed here has prominent features in higher

average delivery rate, lower delay, and lowest average leakage rate. Therefore, it has fantastic performance in data

security transmission on the Internet, and lower data transmission risk of the model.

Fig. 10. comparative analysis of data transmission security of each algorithm under different survival time of audit data message of e-commerce

enterprises (a. average deliver rate; b. average leakage rate; c. average delay)

By comparing the network data security transmission performance of each mechanism algorithm under different survival

time of audit data message, the results are shown in Figure 10. It can be found that with the increase in the survival time

of data messages, the model algorithm in this study shows better average delivery rate and lower message leakage rate,

which may be due to the fact that the model algorithm constructed in this study adopts the forwarding strategy of message
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fragmentation and trusted end users, while other algorithms adopt message fragmentation for security protection of

messages, lacking trust evaluation of forwarding nodes or only encrypting. In terms of the average delay, the algorithm in

this study shows that with the increase of the survival time of the risk audit data message, the average delay gradually

increases, and the average delay of the model algorithm in this study is basically stable at about 148.04 ms.

V. Conclusion

In the era of e-commerce, the traditional methods of risk audit of traditional enterprises cannot meet the need in the face

of paperless transactions in e-commerce enterprises. The desensitization transaction data of JD.com is taken as an

example. In view of the paperless status of electronic payment in the transaction process of e-commerce enterprises, the

K-means clustering algorithm is integrated with the RF algorithm in the ML algorithm to construct the risk audit model of e-

commerce enterprises based on K-means algorithm and RF-LightGBM. Finally, through simulation, it is found that the

classification accuracy of the model algorithm constructed here reaches 95.46 %, and the packet loss rate, data message

leakage rate and average delay are lower than those of other model algorithms, which provides experimental accordance

for the safety improvement and risk control of the audit process in e-commerce enterprises. The business data of

Jingdong Mall is adopted to establish a risk audit model of e-commerce enterprises, indicating that the model is applicable

to e-commerce enterprises. However, there is some shortcomings in current research. For example, if the optimized risk

audit classification model is directly applied to the risk audit data of insurance companies and other regions, whether it can

ensure such a high accuracy remains to be considered. The research is of great significance for the future application of

DM in risk audit of e-commerce enterprises.
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