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Abstract

Coupled analysis using the complementary methods of energy simulation (ES) and computational fluid dynamics (CFD)

can improve the calculation accuracy of thermal environment simulations. However, existing studies on ES-CFD

coupled analyses that consider the effects of solar radiation and surrounding conditions have been insufficient. In

practice, net solar radiation fluctuates, owing to the influence of urban blocks, and the solar radiation incident on the

interior determines the heating range of the interior, which results in fluctuations in the convective heat transfer

coefficient. This study conducted an ES-CFD coupled analysis to examine differences in the convective heat transfer

coefficients due to the different insolation conditions and the surroundings of target buildings. The risk of condensation

was evaluated using the dew point temperature in the analysis model, and a neutral insulation performance was

employed in the set cases with the presence or absence of urban streets as a variable. Buildings within urban city

blocks were observed to have a lower dew point temperature and a higher risk of condensation, which is a reasonable

assessment. The results of this study will contribute significantly to the development of comprehensive simulation

technologies.
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Introduction

Evaluating the environment of city blocks is challenging, and quantifiable data are usually regarded as the most reliable.

Wind tunnel experiments are typically used to measure thermal environment data in city blocks. However, defects in the

data of wind speed distribution in the vertical direction of high-density urban boundary layers were determined in a wind

tunnel experiment[1], which showed a discrepancy between the wind tunnel experimental data and actual phenomena.

The study used measured wind data to provide a reference for the conditions of the wind tunnel experiment; therefore, it is

not sufficient to rely only on experiments[2]. Another study evaluated the distribution of shade at various temporal and

spatial resolution in a street in a suburb of Sydney, Australia. The authors used electronic sun journal data and evaluated

the shade distribution and profiles by time zone[3]; such data are valuable because sunlit and shaded surfaces are

important elements used in thermal load calculations.
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Interest in ventilation has increased recently owing to the COVID-19 pandemic. While studies on passive ventilation are

still being conducted from the viewpoint of energy savings[4], many studies on ventilation in relation to polluting materials

have also been conducted[5][6][7] and a study on ventilation in relation to heat exposure has also been reported[8]. As such,

studies on ventilation are currently being conducted based on different perspectives. Since studies related to COVID-19

are highly valued, those relating to preventing droplet infection[9] and those specific to sports events[10] are of particular

interest. Outdoor temperature is an important factor associated with ventilation; research on solar cells and PCM (phase-

change material) has gained attention because they are significantly affected by the shadow of city blocks[11][12], and an

ES program specific to the influence of shade has also been developed[13]. However, although several studies on the

effects of solar radiation have been conducted, it is also necessary to consider ventilation in conjunction with the thermal

environment. If the findings of such studies are compiled into a database, designers can introduce advanced thermal

environment simulations in the basic design phase.

Studies of the thermal environment of an urban area are closely related to the wind conditions of the urban environment.

Computational fluid dynamics (CFD) can thus be used to examine various segments of the city[14]. Understanding the

passage of wind from outdoors to indoors is important for design practice, and city blocks and the interiors of buildings

should not be considered as separate entities, and Wu et al.[15] thus evaluated the continuous wind environment from the

surrounding city block to the interior of buildings. CFD is suitable for examining the temperature distribution in offices and

houses; however, it divides space into meshes (cells) and solves discretized partial differential equations (potentially

involving millions of algebraic equations), which makes each iteration computationally intensive. Studies using CFD have

been conducted to examine problems related to the reduction of calculation loads[16][17]; however, analyzing the resulting

data is difficult using personal computers (PCs) designed for business use in building design. When designing city blocks

using CFD in urban environmental engineering, the computational resources are large at scales of around 10 million

meshes, but using a supercomputer to perform these calculations is unfeasible. Moreover, high-load calculations (such as

LES) have been conducted, but advanced knowledge is required to use them in practice; therefore, the Reynolds-

Averaged Navier-Stokes (RANS) is recommended[18]. Energy simulations (ESs) are also used in the thermal examination

of the interior of a building. Alajmi et al.[19] obtained the results of the long-term unsteady calculations by integrating the

Air Conditioning System Simulation into an ES to assess and examine the thermal environment inside the building. Using

an ES is essential for reducing calculation loads. However, because ES represents space in terms of mass, it is not

suitable for calculating spatial distributions such as velocity or temperature.

Zhai and colleagues developed and established ES-CFD coupled analysis as one such analytical technology[20][21][22].

Coupled ES-CFD analysis is a computational technique that interpolates the advantages and disadvantages of ES and

CFD. It is an extremely complex method that requires familiarity with heat transfer theory and CFD. Many studies have

been conducted on the interior environments of rooms to examine the accuracy of unsteady analysis for thermal

environment estimation[23]. Following case studies of offices, coupled analysis (including that of facility equipment) has

become well employed[24][25]. Recently, studies using ES-CFD coupled analysis have been conducted on a city scale[26],

and comfort has been examined by coupling the advection quantity between zones[27]. The objects of analysis have

included areas belonging not only to the field of architecture but also to greenhouses. A case study on greenhouses
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revealed that the temperature of the sky and the degree of opening of the ventilation device influenced the convection

heat transfer coefficients, and the optimum operation method was suggested based on climate[28]. Therefore, this

technology is now being introduced to various fields instead of its previous use focusing only on indoor thermal

environments.

Several methods have been proposed to conducting coupled analyses in cities, and some focus on outdoor convective

heat transfer coefficients and microclimate[29]. In addition, the number of meshes required for the model on CFD has been

examined to reduce the load of CFD-ES coupled analysis for the outdoor environment[30]. Therefore, technology in this

field is continually evolving. Kawai et al.[31] examined the coupling of ES and calculations for a room considering the long-

wave radiation of the city block and the reflective sunlight from the ground. However, ES-CFD coupled analysis was not

conducted in this study. Obtaining an accurate convective heat transfer coefficient is particularly important for ES-CFD

coupled analysis. It is currently possible to simulate an urban block as a component of a transient system simulation

tool[32], a type of ES, and to consider the influence of direct and sky insolation on the exterior wall and that of transmissive

insolation through glasses on sunlit and shaded surfaces. Studies have used the surrounding weather conditions as input

conditions, including some studies that intend to use weather data in the near future[33][34]. Knowledge of meteorological

data as an input condition for ES and crucial for ES-CFD coupled analysis. Although reference year weather data are

usually used, typical and design weather year data for were recently included in the building design, and this improved the

load of cooling and heating twofold. In addition the accurate maximum load of cooling and heating were successfully

estimated[35]; this estimation used near-future weather data, and it was confirmed that the wet bulb globe temperature

increased by 1.11°C on average. Therefore, it is crucial to use weather data when modelling urban environments, and the

thermal environment of the room should also be considered. Using the weather data for a city, Tang et al.[36] created

urban (Typical Meteorological Year) TMY (uTMY) data, which correspond to the actual weather data of the city block.

When the annual energy demand was calculated using uTMY, the resulting value was 24% less than that obtained using

TMY. These weather data are thus valuable input conditions for ES, but these do not represent the microclimate around

individual buildings; therefore, more employing specific validation data is desirable.

This current study aimed to conduct an ES-CFD coupled analysis focusing on the thermal environment of a room while

considering the surrounding city block. In this study, a city block was first simulated; a house was subsequently simulated

and placed in the middle of the city block. Thereafter, the influence of the ES-CFD coupled analysis with and without city

blocks was investigated. Due to the divergent discussions in this study, we decided to use the extended AMeDAS

(Automated Meteorological Data Acquisition System) weather data for the standard year to represent the weather data.

This study focused on a comparative examination based on the results of the steady-state analysis at the time of

culmination and will be developed in phases. The results of this study will contribute significantly to the development of

comprehensive simulation technologies for rooms in city blocks.

Materials and Methods

The calculation of the convective heat transfer coefficient was an important factor in this study. Equation (1) was used to
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calculate the heat flow, which employs a velocity scale based on the shearing stress and precisely expresses the

influence of vector components to reflect the heat flow,

qwall =

ρf yc ∙ CP , f yc ∙ uτ

T+ y+
fluid

twall − tfluid .

The transformation of Equations (1) and (2) based on Newton’s law of cooling is expressed,

hc =

qwall
(tobject − tfluid ) .

In Eqs (1) and (2):

qwall: wall heat flux (W/m2); Pf: density of the fluid (kg/m3); yc: normal distance from the wall (m); ur: velocity scale based

on wall shear stress (m/s); T+: dimensionless temperature (-); y+
fluid: dimensionless distance (-); twall: surface temperature

of wall (K) and tfluid: fluid temperature (K).

The definition of the reference temperature is important for the convective heat transfer coefficient. In this study, the

dimensionless distance, y+, was used to define the reference temperature for turbulent waters based on Prandtl’s wall

law. In addition, as shown in Equation (1), the wall viscosity effect was considered using a velocity scale based on the

shear stress.

Equation (3) expresses the heat balance of space and shows that the convective heat transfer coefficient is an important

element,

Vo

¯
c

¯
γ

dTi
dt =

J

∑
j=1 Si � jhi . j Ti � j − Ti + Vocγ To − Ti ,

in which Vo: amount of outdoor air introduced [m3/s] 
¯
c

¯
γ: apparent heat capacity of the room including furniture [J/m3K]; Si,

j: area of target surface j [m2]; hi, j: convective heat transfer coefficient at target surface j [W/m2K]; Ti, j: temperature of

target surface j [K] and cy: volume specific heat [J/m3K].

Method of coupling

Figures 1(a) and (b) show a schematic flow representation of the coupled analysis. CFD is performed by the finite volume

method, using a set of continuity, motion, and energy equations.ES, on the other hand, allows for transient calculations by

connecting the entire building with nodes, solving the matrix of each element, and letting time advance. When buildings

are present around the target building, both sunlit and shaded areas are observed inside the room and on the outdoor

surfaces. In STEP 1, the influence of the sunlit and shaded sides was calculated using the AMeDAS data. The amount of

solar radiation incident on the wall and glass surfaces was calculated and used as the boundary condition to estimate the

( ) ( )
( ) ( )

( ) ( )
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transmissive heat flow and amount of solar transmission. In STEP 2, the indoor thermal environment was calculated

based on the obtained surface heat flux inside the room. The calculations were performed using the presence or absence

of urban streets as a variable. In STEP 2.5, the data of outdoor air temperature and relative humidity from the AMeDAS

meteorological data were considered the boundary conditions for the CFD. In this case, because the convective heat

transfer coefficient was unknown, a value of 4 W/m2K was used. This value is idiomatic.

The surface temperature of the room calculated here was passed to the CFD, and the convective heat transfer

coefficients and the amount of advection between zones were calculated (STEP 3). The calculated physical quantity was

then passed to the ES, and the indoor thermal environment was again estimated. No further calculations were necessary

for the relative evaluation (STEP 4). However, for evaluating the dew condensation risk, the recalculated surface

temperature of the ES was passed to the CFD (STEP 5), and comfort was evaluated using the ES.

The time zone difference was limited to the natural convection field without forced convection. Therefore, if the convective

heat transfer coefficient was used at around noon when the maximum amount of sunlight enters the room, any potential

major problem could be avoided. The thermal insulation performance was comparatively analysed. The results of the

calculations for single- and double-room houses were compared to examine the influence of transmissive heat flow and

the influence on the surface receiving heat by solar radiation.

As a phased examination was required, the influences of opposite long-wave radiation and isolation reflected by the

ground were not considered. This study conducts a relative evaluation, which has not been previously attempted in other

studies. Therefore, the convective heat transfer coefficients outside the room, which represent the microclimate, were not

estimated using CFD analysis because they were examined in a stepwise manner. Solar radiation enters the ground

surface and the wall of the opposing residence, which it reflects off and ultimately enters the subject building. We believe it

is important to lay the groundwork for a coupled analysis to account for re-radiation from the opposing house, but this is

not the focus of discussion in this study.
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Figure 1a. Schematic flow representation of the coupled analysis. ES and CFD coupled analysis flow [37]
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Figure 1b. Schematic flow representation of the coupled analysis.  Coupled analysis flow with diagram.

Note: The presence or absence of an urban district as a foundation was considered in the static coupling process.

Furthermore, the boundary input conditions for ESs with and without city blocks were devised.

Description of target building

Figure 2 presents the models used in this study. The ES and CFD analysis models are shown in Figure 2(a), where the

model perfectly represents an actual building. A virtual wall was installed in the middle of the building to calculate the

advection current between zones using CFD, and the calculation results were passed on to the ES. A window was set on

the south side, where the sun culminated at noon. The model of the building was simulated to conduct a basic

examination and simplify the analysis. Figure 2(b) shows the simulation of neighbouring buildings and streets based on

Japan’s Building Standard Law[38]. The analysis was conducted within the bounds of common sense. The target building

had one storey because this is a basic study; if a two-storey building or higher had been used, the results would have

been more complex. This results of this study relate solely to the simulation results, and no other experiments were

conducted. As the study was conducted to assess the modelling an urban area, preparing a simplified analytical model

and conducting a basic study was considered to be more important than reproducing the actual environment.
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Figure 2. Analytical models used in this study. (a) ES-CFD analysis model. (b) City block model.

Contents of analysis and conditions for case studies

Table 1 lists the wall compositions of the cases studied. A 12-mm plywood was placed on the exterior and interior

surfaces of the ceilings and walls, and a 10-mm float was used for all window surfaces. The floor was insulated with a 12-

mm XPS between 12-mm plywood boards. Cases 1, 2, and 3 used simple heat insulators and winter and summer

seasons were assumed. Situations with and without urban blocks were examined for each case. The relationship between

the change in the dew point temperature and room temperature with and without the city block was analysed in Case 2,

which represented all cases. The analytical results of single-room and two-room conditions were compared to deepen our

understanding of employing ES-CFD coupled analysis. Note that Cases 2-1-1 and 2-2-1 indicate, respectively, whether or

not condensation was evaluated; in Case 2-1-1, the dew point temperature distribution was not evaluated, but it was

evaluated in Case 2-2-1. We hypothesized that the risk of condensation on the interior wall body surface would be higher

depending on the presence or absence of an urban district; therefore, a condensation risk assessment of the wall surface

temperature was added. Another reason for assessing the condensation risk in the summer season was that Japan is

more humid in the summer season, which could result in a condensation risk when the area is shaded. This study

discusses the presence or absence of condensation risk rather than showing that condensation risk occurs.
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Table 1. Wall composition and cases examined in this study
* Letters and symbols in these rows indicate the following: ‘Y’ indicates that the item in the left column is considered in the case study;’N’ indicates

that the item is not considered; and ’-’ indicates that none of the letters are applicable.

Analytical conditions of ES-CFD coupling

The conditions of ES-CFD coupling are shown in Table 2. TRNSYS was used for the ES analysis. The direction was set

such that the sun culminated at noon for the analysis model. Thus, an unsteady calculation of a comfort index, such as the

PMV (predicted mean vote), was performed on the safe side. The night-time condition was unlike the actual phenomenon,

as no solar radiation entered at night. Therefore, the PMV was examined at a time during the day. The date and time

were chosen to match the day with the highest temperature in summer and that with the lowest temperature in winter. For

advection between the zones, a commonly used value of 20 ventilations per hour was used as input for the initial

condition. The frequency of ventilation was set to 0.5 ACH based on the Building Standard Act of Japan. The frequency of

ventilation refers to the number of times the air in a room is replaced per hour.

Table 2. Conditions used to calculate TRNSYS
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Software for analysis TRNSYS.Ver.18

Date and time
Winter At noon on 9th January

Summer At noon on 5th August

Location Tokyo

Weather data
Expanded AMeDAS weather data (2001–
2010)

Ventilation nil

Preliminary calculation period 7 days

Interval of calculation time One-minute interval

Advection quantity between zones Ventilated 20 times

Ventilation frequency 0.5 ACH�Times / hour�

Table 3 lists the analytical conditions for CFD. The STAR-CCM+[39] was used as the computational software for

conducting CFD. A basic study requires precise calculations; therefore, the area near the walls was carefully considered

when calculating convective heat transfer coefficients, and a low-Reynolds-number turbulence model was thus used for

analysis. The calculation was conducted assuming that outdoor air flowed in through the door gap. The length scale was

set to 1/7th of the slit width; the turbulence intensity was set to 0.01; the inflow rate was set to flow at 0.5 time/h in winter

and summer; the outdoor air temperature was kept stable, regardless of the presence of a city block; and the outdoor air

temperature at noon, which was the sun culmination time, was referred to for this. Mesh division was performed to

achieve y+ < 1.

Table 3. Conditions for calculating computational fluid dynamics in this

study
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Item Conditions

CFD code STAR-CCM+39 12.04.011

Turbulence model Standard k-ε low-Re model[40]

Mesh number Approximately 4 million meshes, y+ < 1

Walls and heat
sources

Calculated values [K]

Velocity: no-slip, k|wall: no-slip

ε =

2vk

y2

k: von Karman’s constant ()

Inflow conditions

k =

3
2(Iv)2

ε =

Cμ
3 /4k3 /2

L

L: 0.129 [m] (1/7 of the slit width)

v: wind speed [m/s]

Cμ: model coefficient ()

k: kinetic energy [m2/s2]

I: turbulence intensity ()

ε: turbulence dispersion rate [m2/s3]

Turbulence intensity 0.01 ()

Winter
Inflow temperature 7.99 [°C]

Flow rate 0.011 [kg/s]

Summer
Inflow temperature 34.80 [°C]

Flow rate 0.011 [kg/s]

Outlet Pressure outlet [0 Pa]

Results of Analysis

The chronological changes in the outdoor temperatures and insolation in summer and winter on the days during which the

calculations were performed are shown in Figure 3. Temperatures dropped gradually until 08:00 and reached their highest

levels in the daytime and evening in both summer and winter. A similar tendency was observed for the amount of

insolation. As the analytical results of this study were significantly affected by the outdoor temperature, it was necessary to

examine multiple elements.
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Figure 3. Chronological change in outdoor temperatures in summer and winter on days on which calculations were

performed

Figure 4 shows the comparison of global solar radiation with and without a city block. In winter, the solar radiation on the

south wall and window was as high as 800 W/m2 without a city block because of the low solar azimuth during winter. The

solar radiation on the roofs with a city block in winter was 150 W/m2, which was lower than that on the roofs without a city

block. No significant difference was observed in the heat received on the roofs for Zones 1 and 2 in winter.

There was no major difference between solar radiation on the surfaces, except for the south wall and window, between

the buildings surrounded by a city block and those that were not. In summer, solar radiation reached only approximately

300 W/m2 on the south surface of the building without a city block because of the high altitude of the sun, but radiation on

the roofs showed a higher value of approximately 680 W/m2 in summer than in winter. The solar altitude is high in the

summer; therefore, solar radiation on the roofs of the building with a city block was similar to that without a city block. The

solar radiation on each part of the building without a city block in summer differed by approximately 50 W/m2 compared to

that in winter, except for that on the southern surface and floors.
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Figure 4. Solar radiation on parts of the building with and without a city block

Figure 5 shows the transfer rates between the zones in winter and summer. The transfer rates between zones were lower

in summer than in winter because the wall surface temperatures were similar to the outdoor temperature, and because

the increase in surface temperature owing to solar radiation is more influential in winter. In the absence of city blocks

around the building, the transfer rate increased significantly. The rate reached approximately 1000 m3/h in Case 3-1 with

increasing insulation performance. We assumed that the high indoor surface temperature caused by the high insulation

performance and the decrease in the surface temperature in Zone 2, which did not receive heat from solar radiation,

generated buoyancy in the room. �

The total values show the sum of pure flow and reverse flow from Zone 2 to 1. CFD ventilation is modelled such that

outdoor air flows in through the gap under the door of Zone 2, whereas the gap above the window in Zone 1 works as an

exit through which the air is pressurised to go through.
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Figure 5. Transfer rate between zones in summer and winter

Further analysis of differences between winter and summer

Figure 6(a) shows the surface temperatures inside the room and convective heat transfer coefficients of the building

without a city block in winter. In Zone 1, near the window, the higher insulation performance tended to make surface

temperatures higher inside the room, and we assumed that multiple reflections of radiation caused high surface

temperatures in the room. In Zone 2, the lower insulation performance caused relatively higher surface temperatures

(approximately 10 °C) in the room.

For Cases 2-1 and 3-1, surface temperatures were lower than air temperatures, which indicate that the outdoor air had a

stronger effect when the insulation performance was low. This trend is observed in ZONE 1, while the wall surface

temperature in ZONE 2 has a lower value. On the other hand, the reason for the lower wall surface temperature in ZONE

2 is that the effect of multiple reflections after the solar radiation passes through is only reflected in ZONE 1. When

outdoor air was introduced, the room temperature (and consequently the surface temperatures in the room) decreased.

The outdoor air temperature dropped below 0°C at night (20:00). Although the window performance was the same for

both cases, the case with highly insulated wall structures was strongly influenced. The convective heat transfer

coefficients tended to be higher for cases with higher insulation performance. In other words, the case with higher

insulation performance showed higher levels of pure and reverse flows between the zones. Therefore, we assumed that

the insulation performance significantly influenced the velocity scale based on the shearing stress near the wall surfaces.

Figure 6(b) shows the surface temperatures in the room and convective heat transfer coefficients of the building with a

city block in winter. The wall structures without an insulator exhibited higher temperatures than those with insulators for
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both Zones 1 and 2. The outdoor air temperature was below 0°C at 20:00. Because of the strong influence of heat flow

through the window and the high performance of the insulator, the room temperature did not rise when the outdoor air

temperature increased. The convective heat transfer coefficients of the wall surfaces were 1–2 W/m2K except for those

with a window and north door. Therefore, the convective heat transfer coefficients were affected by advection between

zones. Although the insulation of the window surface showed a high performance, the value of the convective heat

transfer coefficient was low. We assumed that circulation flows were generated and that the difference between the

reference and window surface temperatures was small owing to the influence of low temperatures on the wall surface.

With respect to the analytical results for the building in winter without a city block, both the surface temperatures and

convective heat transfer coefficients were lower for the one-room building than for the two-room building, and this was

attributed to the solar transmission that entered Zone 1, which was levelled. In contrast, for the cases with a city block,

there were no significant differences between the room temperature or convective heat transfer coefficients of the one-

and two-room buildings. These results show that a trend exists for Zone 1 but not for Zone 2, and they illustrate the

computational limitations of the current ES tool. As the validation in this study is based on relative comparisons, no major

problems arise concerning the research objectives.

Although no significant influence was recognised when considering a city block, dividing the space into two rooms proved

better in some cases.

Figure 6(c) shows the change in surface temperatures and convective heat transfer coefficients without a city block in

summer, where the surface temperatures reached 40°C. Surface temperatures tend to decrease with the use of high-

performance insulators. Unlike in winter, there was no difference between the outdoor air temperature and the surface

temperature in summer. Therefore, the insulation performance of the window, which was the same for all cases, did not

contribute significantly to the surface temperature. The convective heat transfer coefficients were approximately 1 W/m2K

lower than those in the winter. The advection between zones in summer was lower than that in winter, which contributed

to the lower convective heat transfer coefficient values.

The change in surface temperatures and the convective heat transfer coefficients for the building with a city block in

summer (Figure 6(d)) shows a difference of only approximately 10°C compared with the cases without a city block. This

phenomenon is influenced by the significant difference in the advection between zones, which was caused by the

temperature difference of approximately 20°C in Zone 1 during winter.

With respect to the analytical results for summer, the surface temperatures of the one-room building without a city block

corresponded to the levelled values of the surface temperatures of the two rooms. However, the convective heat transfer

coefficients of the one-room building were lower than those of the two-room building. In the case of the one-room building

within a city block, the surface temperatures tended to be higher than those of the two-room building. This finding can be

attributed to the significant influence of heat transmission from the window surface on the one-room building. No

significant difference was present between the one-room and two-room buildings regarding the convective heat transfer

coefficients of the building with a city block.
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Figure 6a. Results of calculation of boundary conditions for the room and building in winter and summer. Surface temperatures inside the room and

convective heat transfer coefficients of the building (a) without a city block in winter, (b) with a city block in winter, (c) without a city block in summer,

and (d) with a city block in summer.

Figure 6b. Results of calculation of boundary conditions for the room and building in winter and summer. Surface temperatures inside the room and
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convective heat transfer coefficients of the building (a) without a city block in winter, (b) with a city block in winter, (c) without a city block in summer,

and (d) with a city block in summer.

Figure 6c. Results of calculation of boundary conditions for the room and building in winter and summer. Surface temperatures inside the room and

convective heat transfer coefficients of the building (a) without a city block in winter, (b) with a city block in winter, (c) without a city block in summer,

and (d) with a city block in summer.

Figure 6d. Results of calculation of boundary conditions for the room and building in winter and summer. Surface temperatures inside the room and

convective heat transfer coefficients of the building (a) without a city block in winter, (b) with a city block in winter, (c) without a city block in summer,

and (d) with a city block in summer.
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Analysis of the difference in room temperature with and without ES and CFD coupling

Figure 7 shows with and without coupling (with STEP4, without STEP2) the change in convective heat transfer and room

temperature. of convective heat transfer coefficient at 12:00 when coupled ES and CFD are performed.

The convective heat transfer is described in Equation [4] as the convective heat transfer coefficient of each wall in

Equation [3] multiplied by the difference between the temperature of the wall and the bulk temperature of the room, which

is calculated using ES. This equation indicates the heat supply of the ES from the indoor wall surface to the indoor space

in each zone,

qwall_ES =

6

∑
n=1hwall_zone1 ∙ Awallzone1

twallzone1
− tbulkzone1

+

6

∑
i=1 hwallzone2

, ∙ Awall_zone2 twall_zone2 − tbulk_zone2

in which qwall_ES: thermal loss of indoor wall surface of ES; hwall_zone1: n-th convective heat transfer coefficient of Zone 1

(W/m2K); Awall_zone1: n-th wall surface area of Zone 1 (m2]; twall_zone1: n-th wall surface temperature of Zone 1 (K);

tbulk_zone1: Bulk temperature of Zone 1 (K); hwall_zone2: i-th convective heat transfer coefficient of Zone 2 (W/m2K);

Awall_zone2: i-th wall surface area of Zone 2 (m2) and tbulk_zone2: Bulk temperature of Zone 2 (K).

As shown in Figure 7(a), the convective heat transfer increased in both winter and summer as the insulation performance

improved, which is consistent with the results shown in Figure 7(b). Room temperatures decreased in winter and

increased in summer because the amount of convective heat transferred was low. This phenomenon could have affected

the heat received via solar radiation from the window surface. Simultaneously, we assumed that heat generated by the

outdoor air was transmitted from the outdoor wall and window surfaces. The amount of convective heat transfer before

and after coupling differed significantly. For each case, the amount after coupling decreased by approximately 1000 W in

winter and 400 W in summer compared with that before coupling. However, in cases with a city block, the convective heat

transfer values were positive. After coupling, temperatures tended to increase in cases with a city block in both winter and

summer. Generally, the temperature rose more than 1 °C; the temperature increase was caused by the change in

convective heat transfer, which contributed to the room temperature. Particularly in summer, the cases with a city block

were strongly influenced by radiation generated by the heat received from solar radiation.

With respect to the analytical results for the one-room building without a city block, the convective heat transfer value was

low at approximately 700 W before coupling, as the difference between the initial room temperature and the temperature

of the wall surface was small, which affected the room temperature. A significant difference was present between the

indoor temperatures of the one- and two-room buildings.

( ) ( )
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Figure 7a. Difference in (a) convective heat transfer and (b) room temperatures among the cases before and after coupling
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Figure 7b. Difference in (a) convective heat transfer and (b) room temperatures among the cases before and after coupling

The reason for the difference between the surface temperatures of the two- and one-room buildings was examined in

Cases 2-1-1 and 2-1-2.

The saturated vapour pressure was calculated using Equation (5), the vapour pressure can be expressed by Equation (6)

when the relative humidity is known, and the dew point temperature can then be calculated using Equation (7) with

constant values (A: 6.116441(), m: 7.591386 (-), and Tn: 240.7263 (K] in the range of temperature between 120 and +50

(°C) and a vapour pressure of Pw(hPa],

Pws = A ∙ 10(

m∙T
T+Tn ),

Pw = Pws ∙ RH /100,

Td =

Tn

[

m

10log

Pw

A

− 1],

( )
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in which Pws is the saturated vapour pressure (hPa); Pw is the vapour pressure (hPa); RH is relative humidity (%); Td is

the dewpoint temperature (℃); T is absolute temperature (K) and Tn is the triple-point temperature (273.16 [K]).

The dew condensation risk for the two- and one-room buildings without a city block for Cases 2-1-1 and 2-2-1 was

evaluated, as shown in Figures 8 and 9. Comparing the temperature change in a building without a city block to that with a

city block, the temperature stratification was evaluated for the two-room building. Although a similar trend was observed

for the one-room building, the results showed that the temperature of the building without a city block was slightly higher

than that with a city block. We assumed that the surface temperature increased solely because it was significantly

influenced by the heat influx from the window surface as a result of being divided into zones. The velocity that shows the

maximum value of 0.4 m/s conforms to the temperature and dew point temperature distributions.

Comparing the conditions of the buildings with and without a city block, the dew point temperature of the two-room

building with a city block was slightly higher than that without a city block. However, the distribution did not differ

significantly. This phenomenon was caused by the higher surface temperature of the boundary condition of the one-room

building than that of the two-room building when the building was surrounded by a city block. The results showed that the

dew condensation risk was high in buildings without a city block, according to the correlation between temperature

distributions.

Lower dew point temperatures and a higher risk of condensation occured when there are no street walls, but this was due

to the higher indoor temperatures. In addition, the wall surface temperature was more strongly influenced by heat

penetration on the wall surface and solar radiation transmission on the window surface when there were no city blocks.

The dew point temperature was higher when there was a street section, and the risk of condensation was lower. This

could have been due to lower indoor temperatures and the reduced condensation risk. However, the relationship between

condensation and the wall surface temperature is not considered in this study.

These findings indicate the importance of including a city block in simulations. More precise data can be obtained if the

microclimate is also considered. However, we did not include climatic information, as this study was relative and

comparative.

Figure 8. Analysis of elements for Cases 2-1-1 and 2-2-1 based on dew condensation risk evaluation of the two-room building with and without a

city block. Temperature distribution of the two-room building (a) without a city block and (b) with a city block. Velocity distribution of the two-room

building (c) without a city block and (d) with a city block. Dew point temperature distribution of the two-room building (e) without a city block and (f)

with a city block.
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(a) (b)

(c) (d)
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(e) (f)

 

(a) (b)

Figure 9. Analysis of elements for Cases 2-1-1 and 2-2-1 based on dew condensation risk evaluation of the one-room building with and without a

city block. Temperature distribution of the one-room building (a) without a city block and (b) with a city block. Velocity distribution of the one-room

building (c) without a city block and (d) with a city block. Dew point temperature distribution of the one-room building (e) without a city block and (f)

with a city block.
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(c) (d)

(e) (f)

Conclusion

In this study, we conducted a basic investigation to examine how differences in the conditions of the target building (with

or without a city block) affect ES-CFD coupled analysis. The study focused on the convective heat transfer coefficients

and room temperatures, while the influence of outdoor disturbances was fixed. The findings are summarised as follows:

The results showed that the convective heat transfer coefficients influenced the room temperature. Calculations should

therefore be performed using CFD, as it provides precise calculations by constantly considering the cost of analysis. In
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this case, the calculation based on the boundary layer theory was not sufficiently precise because the bulk temperature of

the space was set as a reference temperature. In this study, no analysis load was added because the convective heat

transfer coefficients were calculated later.

We confirmed that a dew condensation risk evaluation could be conducted in the design phase by calculating the dew

point temperature distribution. Because the expanded AMeDAS weather data were used for outdoor air temperature and

humidity, which did not reflect the influence of the microclimate, a CFD analysis of the outdoor conditions was necessary

for conducting a precise analysis. However, when conducting a simply adequate evaluation, it is not necessary to analyse

the city block using CFD. This study indicates the scope of application of the ES-CFD coupled analysis by including a city

block.

Limitation

The study was limited by the fact that the influence of transmissive heat flow due to the outdoor microclimate was not

reflected. In this respect, the reference temperature for each wall should preferably be changed. The major achievement

of this study was that the comparative assessment was conducted using a central value for the outdoor temperature.

Therefore, this study was not based on the assumption of a complicated city block, and it considers the role of

fundamental data in practical applications.

Future Research

The future prospects are summarised as follows: in addition to conducting a coupled outdoor CFD analysis, it is necessary

to develop a method to reduce the calculation load against the variability of the convective heat transfer coefficient over

time. CFD analysis should also be developed using a device that considers temporal variability and microclimate.
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