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Abstract 

Purpose: This study aims to suggest and validate a model to identify the languages from Roman 

Urdu and English mixed multilingual corpus collected from social media sites.  

Background: The problem of identifying languages from a corpus of written texts that includes two 

or more languages is known as language identification or detection. Identifying or detecting the 

language present in social media text is a requirement and it has numerous applications in natural 

language processing and computational linguistics, like for word embedding generation, emotion 

analysis and part of speech tagging etc.  

Methodology: The dictionary-based baseline with SVM and Bi-Directional LSTM has been used in 

language identification from collected Roman Urdu and English multilingual Corpus. This research 

work will help in identify the languages from Roman Urdu and English Corpus. The English and 

Roman Urdu corpus had been obtained from different social media websites and cross-media 

platforms such as Facebook, Twitter, Google+, Instagram, WhatsApp, and Messenger, etc. The 

dictionary-based baseline with SVM and Bi-Directional LSTM has been used in language 

identification from collected Roman Urdu and English multilingual Corpus.  

Results: Based on the results achieved using the methodology in the research work the  Bi-directional 

LSTM model performed better with an accuracy of 97.98%. 

Conclusion: The problem in recognizing or detecting the language present in a given document or 

statement is referred to as language recognition or detection The Corpus of English and Roman Urdu 
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is collected from social media websites. The text for training is submitted to a bi-direction LSTM 

accordingly to verify if the text is in English language or Urdu language. The results of word 

recognition for bidirectional word-level LSTM from Roman Urdu and English showed improved 

results. 

 

Keywords: Language Identification, Language Detection, Social Media, Bi-Directional LSTM, 

Roman Urdu, English, Corpus. 

 

 

1. Introduction 

The problem in recognizing or detecting the language present in a given document or statement is 

referred to as language recognition or detection. The need for suitable methods for defining the 

language in an utterance of text or paper is obvious and multifaceted. For example, delivering the 

web and social media content in the user’s native language is an important factor to motivate and 

attract the user and visitors say A. Kralisch and T. Mandl [1] in 2006. Several Natural Language 

Processing (NLP) programs and Information Retrieval (IR) systems were built on the assumption that 

the input language is prescribed or well known. In those circumstances and conditions, a considerable 

and paramount set of language identification or detection ensures that only a relevant set of particular 

languages is passed as input to these NLP and IR (Information Retrieval) systems. For Machine 

translation and transliteration, language detection is the prerequisite of the system for translation and 

transliterating from one document language to another. 

Language identification or detection has been investigated both statistically and linguistically.  

S. Johnson in 1993 [27] had investigated language detection linguistically and statistically. M. 

Damashek [18] in 1995 and T. Dunning [30] in 1994 has analyzed the text statistically and marked 

the language identification as a text categorization task along with W. B. Cavnar et al [32], and D. 

Elworthy [8] in 1999 [35]. T. Dunning [30] in 1994, M. Damashek [18] in 1995, J. M. Prager [14] in 



1999, and P. McNamee [22] in 2005 has carried the language detection in the utterance of text on 

document level, the sub-document level has been carried out by H. Yamaguchi and K. TanakaIshii 

[13] in 2012, B. King and S. Abney [4] in 2013. The language detection and identification on 

sentence-level and word-level have been carried out by D. Nguyen and A. S. Dogruoz [7] in 2013, T. 

Solorio and Y. Liu [126] [31] in 2008. The assignment of identifying a specific and distinctive 

language to a text is known as document-level language identification. The better accuracy in the 

document level language detection has been achieved with formal content D. Nguyen and A. S. 

Dogruoz [7] in 2013; e.g. in news articles and Wikipedia. The document level detection and 

identification of language are better and easy compared to other types of language identification such 

as sentence level and word level monolingual documents.  B. King and S. Abney [4] in 2013 stated 

that the sub-level document identification is implemented and conducted on multilingual documents 

which are monotonous, difficult, and boring than document-level language detection for new articles, 

news forms, and blog posts. According to T. Baldwin and M. Lui [29] in 2010 the sub-document level 

is more finely grained and is carried out on short text quires. The least and most important 

identification of languages is the word level language detection performed on mixed multilingual 

content and has been recently investigated by different scholars, social scientists, computer 

linguistics, and by NLP researchers T. Solorio and Y. Liu (2008) [31], R. Sequiera (2015) [23]. 

The vast majority of research is available on widely spoken and written resource-rich 

languages such as English B. Hughes et. al (2006) [3], however, there is a growing demand to conduct 

computer linguistic and NLP research on low resource languages, especially on social media content. 

The social media contents are noisy and contain some irregularities which exhibit certain social-

linguistic phenomena, such as short text, multilingualism, Romanization, and mixing of mixture 

languages, etc. These factors pose certain challenges in computational linguistics and natural 

language processing for the identification of languages.  

 

 



2. Related Research 

The language identification on mixed multilingual social media content is done in four manifold 

forms, they are the document, the short text sometimes called the sub-document level, the word, and 

sub-word level classification for the identification of languages. One of the most important research 

work carried out by W. B. Cavnar et al [32] in 1994, states that language identification was treated to 

be the document classification. In their research work, the n-gram model was used to capture the 

similarity of the language across by measuring the ranking of the document. The n-gram was 

popularized by W. B. Cavnar et al [32] and many other researchers enlightened it further and updated 

it in many ways. T.Dunning [30] in 1994 used the Markov models and Naive Bayesian classifiers by 

training and finding the patterns by using the n-gram byte words. The news article has been used to 

investigate, classify and identify the languages at the document level.  

G. Grefenstette [12] suggested two methods for European languages in their computer 

analysis, one focused on a trigram model and the other on short-words, and found that the two 

methods worked very well and also for word it counts greater than 50 (word count >50), although a 

trigram-based approach is powerful and performs well for short texts. J. M. Prager [14] presented a 

technique for determining the similarity in teaching and evaluating languages that relied on a vector 

space model built on tf-idf. They used the n-gram model to distinguish monolingual documents from 

20 different languages and discovered that the model works best for short texts. M. Padro and L.  

Padro [21] proposed a hybrid model taking the advantage of the Markov model, n-gram model for 

text categorization, and trigram frequency vector for six languages, however, the only fact is that the 

Markov model outperformed better than the other two models. L. Grothe [16] conducted another 

study on text-level word recognition and identification, comparing the short-word type approach, 

frequent-word type approach, and n-gram type approach. These models, on the other hand, have been 

optimized for parameters such that their performance is comparable. 

In a web paper, T. Baldwin and M. Lui [29] proposed and validated a Supervised machine 

learning language identification algorithm based on the n-gram model. They discovered that the SVM 



and 1-Neural network model with a linear kernel outperform other models. The scale of the training 

datasets is limited and the duration of the text is brief. However, the model becomes difficult to use 

when the number of languages is high. Subsequently, in 2011, they proposed a new cross-domain 

linguistic recognition model, based on Naive Bayesian, undermining discriminatory features in 97 

languages and using 5 datasets that would outperform W.B. Cavnar's and J.M. Trenkle's (1994) 

approach [34]. M. Lui and T. Baldwin [20] suggested langid.py tools in Python on Nave Bayesian 

and N-grams models. The NLP approach is famous for its usability and robust linguistic identification 

in the NLP community. The Markov model HMM proposed by A. Xafopoulos et al (2004) [2], URL 

base web search information model proposed by E. Baykan et al [9] in 2008, and corpus formation 

for low resource language proposed by K. P. Scannell (2007) are several examples. 

Sentence-level language identification is much tough, tedious, and harder than document-

level language identification due to short text and much noise such as hashtags, comments, and 

Twitter retweets, etc.  To distinguish tweets in six languages, E. Tromp and M. Pechenizkiy [10] 

suggested a model based on a graph-based n-gram model. However, the model has not worked for 

word-level identification.  S. Bergsma et al [24] proposed another model for sentence identification 

of languages in the tweets of Twitter which contains nine languages. However, the model has little 

investigation for Romanized languages and is considered only for monolingual sentences and tweets.  

S. H. Kumhar et al [26] conducted a detailed survey on language identification for corpus collection 

and identification of languages.  M. Goldszmidt et al [20] proposed a character frequencies classifier 

of tweets and build a bootstrapping-based language model for language identification. The Wikipedia 

training dataset has been used. The model says nothing about Romanized texts.  Later S. Carter et al 

[25] 2013 suggested a character feature model and explored the language present, as well as hashtags, 

in five languages: Dutch, German, French, Spanish, and English. They worked better in all languages 

studied, but the model is script-based, and no study on mixed corpora has been studied. K. N. Murthy 

and G. B. Kumar [15] presented a linear regression language identification model for six Indian 

languages that were written in short texts. Oriya, Hindi, Marathi, Malayalam, Punjabi, Tamil, Telugu, 



Kannada, and Bengali are among the six. However, their words existed in language-specific scripts 

and did not take into account Romanized texts. Multilingualism's language granularity is no longer 

limited to the text or sentence stage. Modern social media development has altered the way of 

traditional writings.  Mixed multilingualism is common among social media users. It is evident and 

worthwhile when multiple and mixed languages are used on social media to study language 

identification at the word level. Recently more focus received much attention towards the granularity 

of data at the word level and much work has been published. 

T. Solorio and Y. Liu in 2008 [31] proposed a dictionary based on the n-gram model, in which 

the language switch on spoken languages of Spanish-English has been carried out for identification 

at the word level. They went on to explore how, by using language knowledge, the monolingual POS 

tagger can be used, help understand language switching. However, the model hasn’t investigated 

multilingual POS taggers.  H. Yamaguchi and K. Tanaka-Ishii (2012) [13] proposed another model 

for language identification through dynamic programming on an artificial mixed multilingual corpus 

at the word level. They created the language segments by sampling random texts from the 

monolingual corpus.  B. King and S. Abney [4] proposed a semi-supervised model for language 

identification on a dataset of 30 languages. They explored the Naïve Bayes classifier for individual 

language identification by classifying and sequence labeling using CRF generalized expectation 

criteria. 

The Model for Dutch languages at the root level was proposed by D. Nguyen and A. S. 

Dogruoz [7] in 2013 using tags, dictionaries, logistic regression classification, and CRF for defined 

Dutch languages. In multilingual languages and conversational data which are typically less distinct 

from each other or dialects, the proposed study model is not good. C. Lignos and M. Marcus (2013) 

[5] suggested a model for language recognition based on the ratio of the likelihood of word in 

language on bi-lingual Spanish-English tweets. However, the current research would not address 

word uncertainty in lexical similarity.  C. R. Voss et al. (2014) [6] suggested a maximum entropy 

model for Romanized Code-mixed Monolingual Arabic, English, and French. G. Chittaranjan et al 



[11] used the CRF hand-craft orthographic and contextual features to execute the script. S. Rijhwani 

[28] combined the Markov model for language recognition with a variety of code-mixed language 

semantic materials.  The shared task has encouraged word language recognition in recent years; T. 

Solorio [31] has been working for the first time on text switching computing methods. The joint FIRE 

mission was followed in 2015 by an additional workshop for code mixed information extraction in 

resourced languages, R. Sequiera et al. [23], and the second shared codeswitching workshop, M. Diab 

[19]. Many researchers have researched language comprehension from several different language 

pairs, including Hindi-English, Spanish-English, and Nepali-English, in these workshops. They 

proposed and investigated different models for language identification on mixed corpus by using 

machine learning techniques such as SVM, Supervised learning, logistic regression, CRF, LSTM, 

etc. More than that research works on handcrafted orthographic and contextual feature extraction 

mechanisms while folding their algorithms.  These handcraft algorithms include n-gram, dictionary, 

capitalization, Information, presence of numbers, and punctuations in sentences and words. 

3. Proposed Method for Language Detection 

The research work will concentrate on a dictionary-based baseline for language identification. We 

proposed a multi-lingual mixed Urdu-English corpus originating from social media pages like 

Twitter, Facebook as well as blogs. This dictionary is made up of a list of terms from each group. The 

python script is run on the language structure representation, such as Urdu words are written in Roman 

script (transliterated Urdu), followed by Nastaliq script, to construct the Urdu dictionary. The 

following figure 1 is the architecture used with a dictionary-based baseline. 

 

 

 

 

 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Showing the dictionary-based system of language detection 

In our research work, we will follow this procedure in the method of mark prediction for each token 

in the related test split, and make appropriate improvements in the field of Roman Urdu. 

The training data first pass the 'Uni' module of the above dictionary to predict universal language. If 

the term identified is in the Uni list, the training outcomes are predicated on the most important mark. 

We would look at 4/5 of the training outcomes if the token is not 'Uni. 

If the assessing token is not present in the course, we should consult Urdu or English 

dictionaries. The token's presence or normalized frequency in the two dictionaries can be used to 

estimate its presence. 

We would consult LexNormList and the dictionary if the text is missing from the split training 

results. If the token is in LexNormList, we predict “En,” otherwise we pick the next in the related 

training split, such as Ur. We can try on different thresholds and frequencies on the above-mentioned 
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dictionaries. We perform the classification by using the support vector machine with the combination 

of n-gram, presence of dictionaries, length of word by a decision tree, capitalization, and context of 

the word. 

Following the work of B. King and S. Abney, we used n-gram as a function that has been used 

by most language recognition researchers [21], we use the length from n= 1 to 5 for n-gram and word 

as the feature in the study. And then, inclusion has been used as a feature in the dictionary for all of 

the dictionaries available in the experiment for language recognition. Furthermore, we trained the 

decision tree with a length of term as multiple features and used the decision tree nodes to create a 

Boolean algorithm. To add capitalization, three Boolean features were used. 

Due to the importance of the CRF model, we used the stochastic gradient descent linear chain 

SRF and the penalty parameter L1. We used a similar feature to identify support vector machines 

with a word length of 5 and the prefix and suffix in the n-gram model. The research workers have 

used the baseline system's dictionary projections instead of a binarized function to provide features 

for each token of a single dictionary as well as the raw length of the context of the token. 

In research, the help vector machine has been used to distinguish data with various combination 

features. Character n-grams, the inclusion of a dictionary, the length of the expression, capitalization, 

and hints are some of the features that have been used to characterize the results. The n-gram has been 

used with character lengths ranging from 1 to 5 and the attribute being the letter.  The existence of a 

dictionary has been used as a feature of the experiment to estimate all possible dictionaries. Using the 

J48 decision tree, the length of a word generates various length functions. The capitalization function 

makes use of the three Boolean features to allow capitalization regardless of whether the word is all 

capital, first letter capital, or small. Since contextual cues play an important role in language 

recognition, we used the previous and next terms of the token as a function. 

At the beginning of the term, in our experiment, we used the dollar sign ($) and the symbol £ 

as the end. The following table 1 shows a preview of our feature collection. 

Table 1. Features created for the word ‘pehla' in a text fragment: ‘woh pehla maira' 



Feature Name Feature Example (with value=1) 

G (character n-gram) $p, e, h, l, a£, $pe, eh, la£, $peh, hela£, $pehla£ 

D (Dictionary) <dict-train-Ur> 

L (length) <5-7> 

P1N1 (Context) <p1-who>, <n1-maira> 

 

According to C.-W. Hsu et al, SVM Kernel's C parameter is highly optimized and has several 

functionalities in mind. While operation radial base is more efficient than a linear kernel, C and the 

computationally costly parameters of large feature sets can only be achieved after base optimization. 

For each feature set, the optimization parameter c is performed 2-15 to 210. C = 0.0312 showed that 

the cross-validation was the best and most suited for the GDLCP1N1 run. 

Table 2.   Average SVM word level validation accuracy 

Features 
Accurac

y 
C 

GD  92.45 0.000

9 

G 91.75  0.015

6 

GDL  92.61  0.001

9 

GDLCP1N

1  

93.06 0.031

2 

GDLC 92.59  0.001

9 

 



The LSTM RNN performed well in sequence labeling tasks such as language recognition, named 

object relationship, and POS tagging. Y. Samih et al [33] have recently explored the use of LSTM 

for mixed corpus. In the research work, the bi-directional LSTM model has been used to identify 

languages in mixed Urdu-English multilingual results. To complete the task of word-level language 

recognition, two LSTM architectures are used. The first architecture is simple and uses vectors as 

input, while the second uses two LSTM combinations, one to identify character levels and the other 

to identify word levels. 

Word level bi-directional LSTM 

The word-level bi-directional LSTM model accepts feedback in the form of a character series 

(w = w1 + w2). For a given word w, the LSTM generates word embeddings from Table 2 for vector 

representation of xt  𝜖	𝑅!
! which makes the first layer of the model. The LSTM uses the network unit 

initialization for the X1 : T T vector sequence and interactively maps the X1 : T  sequence in a  Y1 : T   

output sequence. The following equation is used interactively. 

 

 

 

 

 

 

 

Fig: 2. Word-level LSTM Model for LID 
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%𝑥" +	𝑤&

+ℎ"'( +𝑤+
%𝑐"'( + 𝑏+)	

𝑂" = 	𝜎(𝑤$
,𝑥" +𝑤&

,ℎ"'( +	𝑤)
,𝑐"'( +	𝑏,)	

𝑐" =	𝑓" ○ 𝑐"'( +	𝑖" ○ 𝑡𝑎𝑛ℎ	(𝑤$
)𝑥" +	𝑤&

)ℎ"'( +	𝑏))	

ℎ" = 𝑂" 	○ 	𝑡𝑎𝑛ℎ(𝑐")	



At timestamp t, x1 ɛ 𝑅!!is the LSTM input, it is an activation vector for the input gate, ft which acts 

as input vector to the forged gate, Ot which is output from the activator vector at the output gate, ht is 

the hidden vector and ct is cell state vector in the LSTM. In the LSTM, bs represents the bias vector, 

ws represents the weight matrix and ht is a logic sigmoid activation curve and tanh represents the 

hyperbolic tangent function in the entry wise product. The architecture of these two LSTMs was one 

in the reverse direction and one in the forward direction. Therefore, the  ℎ" is the final output of the 

concatenation of two vector hforward  and hbackward given below: 

ℎ𝑡! =	ℎ𝑡
𝑓𝑜𝑟𝑤𝑎𝑟𝑑 	⊕			ℎ𝑡

𝑏𝑎𝑐𝑘𝑤𝑎𝑟𝑑		

In the preceding equation, ⊕	 a symbol has been used as a concatenation operator. Finally, a fully 

connected layer of softmax enabling function is transferred via the concatenation vector to produce 

yt: 

𝑦" = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑊7ℎ<" +	𝑏7)	

The architecture is shown in figure 2 above. This network's loss function is the group loss entropy 

model.  

𝐿)89::"#$%&'((𝑦, 𝑦?) = 	−A 𝑦%𝑙𝑜𝑔	(𝑦;D)	

The hyperparameters of the function are showing in table 3 given below 

Table 3.: Word-Level LSTM hyperparameters 

Hyper Parameter Valu

e 

Rate of Learning 0.05 

LSTM Hidden Units 254 

Rate of Dropping 0.5 

Size of the batch 63 

No of Epochs 10 

dw (Word Size of Vector) 100 



 

Word and Character Level Bi-directional LSTM  

This module takes both the character of words and words as an input vector to the network LSTM. 

At timestamp t, for a given word w, the character sequence of the word be  𝑐<"(:> = {𝐶<"(,

𝐶<"?, … 𝐶<"@ …	𝐶<">}. When one hot of character’s representation 𝐶<"A passes through the 

character vector table which generates dc dimension vector chm. The fast Text of skip-gram generates 

the embeddings for this LSTM. The embedding matrix for wt generated M x dc Vector size which is 

used as a bi-directional LSTM character entry. The LSTM concatenates the final output of both 

forward and backward bi-directional char-LSTM and encodes them to a fixed representation of ℎ)A.  

A vector 𝑥"	𝜖	𝑅!
! representation is produced for wi from the word embedding see in table 4 and a 

vector representation xt and a vector ℎ)> is combined to produce v1 for a single presentation of ̄𝑤&
)  

functions. The word series 𝑤(, 𝑤?, … . . 𝑤" is a vector representation 𝑣(, 𝑣?, … . . 𝑣B that is achieved by 

concatenation of both forward and reverse direction vectors outputs and is moved to a bi-directional 

LSTM Char-Level, works on words, and generates outputs as 𝑦(, 𝑦?…	𝑦8.. The architecture of the 

combined word and Char-Word bidirectional LSTM is shown below. The formal definition of the 

module follows. 

Char-LSTM 

 

𝑖A)&C8 =	𝜎#	(𝑤)&
%𝐶ℎA +	𝑤&

%ℎA'(
)&C8 +	𝑤)

%𝑐A'()&C8 +	𝑏%)&C8 	

𝑓A)&C8 =	𝜎#	(𝑊+
)&𝐶ℎA +	𝑊+

&ℎA'()&C8 +	𝑊+
)𝑐A'()&C8 + 𝑏+)&C8)	

𝑂A)&C8 = 	𝜎(𝑊○)&𝐶ℎA +	𝑊○&ℎA'()&C8 +	𝑊○)𝑐A'()&C8 +	𝑏○)&C8)	

𝑐A)&C8 =	𝑓A)&C8 ⊚	𝑐A'()&C8 +	𝑖A)&C8 ⊚ 	𝑡𝑎𝑛ℎ	(𝑊))&𝑐ℎA +	𝑊)&ℎA'()&C8 +	𝑏))&C8)	

ℎA)&C8 = 𝑜A)&C8 	⊚ 	𝑡𝑎𝑛ℎ(𝑐A)&C8)	

 

In the final step, when m=M and considering the bi-directional case 

ℎ>) = (ℎ>)&C8)+98<C8! 	⊕	(ℎ>)&C8)EC)F<C8! 		

 



Obtaining single representation 𝑣" for 𝑤" 

 

The word LSTM 

𝑖A<98! =	𝜎#	(𝑊%
G𝑣" +	𝑊%

&ℎ"'(<98! +	𝑊%
)𝑐"'(<98! +	𝑏%<98! 	

𝑓"<98! =	𝜎#	(𝑊+
G𝑣" +	𝑊+

&ℎ"'(<98! +	𝑊+
)𝑐"'(<98! + 𝑏+<98!)	

𝑂"<98! = 	𝜎(𝑊○G𝑣" +	𝑊○&ℎ"'(<98! +	𝑊○)𝑐"'(<98! +	𝑏○<98!)	

𝑐"<98! =	𝑓"<98! ⊚	𝑐"'(<98! +	𝑖"<98! ⊚ 	𝑡𝑎𝑛ℎ	(𝑊)G𝑣" +	𝑊)&ℎ"'(<98! +	𝑏)<98!)	

ℎ"<98! = 𝑜"<98! 	⊚ 	𝑡𝑎𝑛ℎ(𝑐"<98!)	

Considering bi-directional case 

ℎ<"<98! = (ℎ<"<98!)+98<C8! 	⊕	(ℎ<"<98!)EC)F<C8! 		

And finally, the softmax function becomes.  

𝑦" = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑊7ℎ"<9H8! +	𝑏7)	

Table 4.: Word parameters + LSTM character-level parameters 

Hyper Parameter Valu

e 

Rate of Learning 0.05 

Hidden Unit of LSTM 256 

Rate of Dropout 0.5 

Size of batch 64 

No of Epochs 10 

𝑑<(Word size of vector ) 100 

𝑑)(Character Size of Vector) 100 

 

4. Result and Discussion 

For the identification of language words present in the dataset the Dictionary, Support Vector 

Machine, Long Short-Term Memory, and CRF-based tools and methods had been used. Table 5 



represents the overall accuracy and labeling for these datasets produced from these systems of tools 

and methods. 

Table 5. Label accuracy for Dictionary, SVM, CRF, and LSTM Systems 

Label Dict. CRF SVM LSTM 

En 91.09 91.99 92.00 98.37 

Ur 94.99 97.08 95.13 99.26 

Mixd 18.10 18.10 51.99 56.71 

Ne 24.98 24.83 75.56 78.04 

Acro 55.24 52.97 76.34 77.98 

Uni 98.13 98.03 99.07 99.11 

Overall 90.32 92.29 93.63 97.98 

 

The LSTM Bi-Directive word-level method reaches the maximum level of precision with a value of 

97.98% of all available systems with fivefold cross-validation accuracy. To use two side bootstrap 

Ephron on Graham et al pseudocode, we carried out a statistical significance test. We are using the 

1k and α sample test = 0.05, to find the statistically important improvements in the SVM, the CRF, 

and the LSTM over the dictionary-based method, improvement in the SVM over the CRF, and 

improvements in the LSTM over the SVM. We have also evaluated the results on ambiguous as well 

as ambiguous tokens. Figure 3 illustrates the various device performance for these tokens types. The 

results were higher for unclear tokens and reached 95.02% accuracy.   

 



 

Fig. 3 Performance of Dictionary (DICT), CRF-based system (CRF), Long Short-Term Memory 

(LSTM) and Support Vector Machine (SVM) for ambiguous and non-ambiguous token. 

 

This is accompanied by the results of 85.7% for CRF, SVM 85.58%, and the dictionary method of 

78%. In the case of all the systems for an unambiguous token, i.e. 98.64%, LSTM reaches the greatest 

degree of uncertainty, but the result is comparable for SVM (94.89%), dictionary method (93.11%), 

CRF (93.91%) token. 

 

5. Conclusion & Futuristic Scope 

The problem in recognizing or detecting the language present in a given document or statement is 

referred to as language recognition or detection The Corpus of English and Roman Urdu is collected 

from social media websites. The Corpus of English and Roman Urdu is collected from social media 

websites. The text for training shall be submitted to a bi-direction LSTM accordingly to verify if the 

text is in English language or Urdu language. The results of word recognition for bidirectional word-

level LSTM from Roman Urdu and English showed improved results. 

The model proposed in the research work can be implemented for other languages and the 

same can be applied to different types of multilingual text to identify the language encapsulated within 
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the statement. The research work can be used with a large sample size from different dialects of the 

Roman-Urdu language to understand the performance of the model across horizontals and verticals. 
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