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In this paper, we demonstrate the ability to perform symmetric cryptography with regular continuous waves.
With no knowledge of the time interval of each component, there no is no way to carry crypt-analysis by simple
language statistics or known plain-text attacks. The proof of concept has been implemented in the shape of an
application programming interface (API) and can be easily used by several popular programming languages.

I. INTRODUCTION

Cryptography, the science of secure communication, has undergone significant transformations over time. In this
journey, two main types of cryptosystems have played pivotal roles: symmetric and asymmetric [[L, [2]. This intro
presents a chronological overview of cryptography, from classical concepts to contemporary challenges and potential
solutions. Symmetric-key algorithms, the pioneers of cryptographic systems, employ a shared secret key for both
encryption and decryption [3} 4]. While efficient for bulk encryption, these systems require all parties to possess
the secret key. Examples of classical symmetric-key algorithms include DES, 3DES [5], and RC4 [6]. Despite
their strength, challenges such as known-plaintext attacks and chosen-plaintext attacks exist. Careful construction
of functions in each round mitigates some of these vulnerabilities [7, [8].

The introduction of public-key cryptography by [2] revolutionized the field. Public-key systems enhance security
by enabling secure digital signatures and encryption. Quantum cryptography, as explored in “Quantum Cryptography”
by [9], promises unbreakable security through the principles of quantum mechanics. In addressing contemporary chal-
lenges, the paper explores methods for achieving physical layer security in dual-hop free-space optical/radio frequency
(FSO/RF) systems [10].

Modern cryptographic attacks and countermeasures, as discussed in “A New Approach of the Cryptographic At-
tacks” [4], provide insights into the evolving landscape of cryptographic vulnerabilities. As the digital age presents
new challenges, advanced image encryption schemes safeguard visual data from unauthorized access [11]. In brief,
cryptography has evolved from its classical roots to address contemporary challenges. The foundational works of
Shannon and the paradigm shift brought by public-key cryptography have shaped the field. Emerging innovations in
quantum cryptography and physical layer security offer promising solutions. By understanding this historical con-
text and harnessing cutting-edge techniques, the field of cryptography continues to adapt to meet the ever-evolving
demands of secure communication and data protection [[12H16].

Let’s imagine we want to represent the sequence of numbers 0, 1,2, ... 7 (8 numbers). How can we represent them
with O s and/or 1 s?

With positions, we can. If we have three (n = 3) available positions, [2(”:3) = 8]:

000(001|010{011|100{101|110{111

0|1 ]2|3|4|5|6|7
In the realm of computer science and electronics, binary representation is the cornerstone of all digital information
processing. This ingenious system relies on the usage of two fundamental symbols: 0 and 1. The magic of binary
representation lies in its remarkable versatility, enabling us to express and manipulate a wide range of information,
from numbers and characters to intricate data structures. However, have you ever wondered about the origins of this
binary code? How did O s and 1 s come to symbolize the fundamental building blocks of digital computing?

https://www.qeios.com/read/QMW0J7



The story of binary representation takes us back in time to the electronic innovations that emerged during and after
World War IT (WWII). In those tumultuous years, the foundations of modern computing were being laid, and the use
of binary code became pivotal to this technological evolution.

In the early days of electronic computing, the representation of binary numbers was closely tied to the voltages
detected within electronic circuits. These circuits operated using different voltage levels to signify distinct states, and
this voltage-based representation played a crucial role in shaping the binary system as we know it today.

Consider a simple example: if we have three available positions (n = 3), the binary system can represent up to 2"
different values, which in this case amounts to 8 possibilities. These possibilities are represented as 000, 001, 010,
011, 100, 101, 110, and 111. Each of these sequences of O s and 1 s corresponds to a unique numerical value, from 0
to 7. This is the classical binary representation of numbers, where each digit—O0 or 1—carries a distinct significance.
The origins of the Os and 1s in binary representation are deeply rooted in the electronic developments of the time,
particularly during and after WWIL. In electronic circuits, the presence or absence of voltage levels plays a decisive
role in representing binary digits. A voltage level below a certain threshold, typically 5 volts, was interpreted as a 0,
while a voltage level above that threshold was regarded as a 1.

This fundamental concept of using voltage levels to represent binary digits was not just a matter of convenience
but an essential breakthrough. It paved the way for the development of digital computers and provided a universal
language for communication between electronic components. This binary representation, based on the presence or
absence of voltage, became the bedrock of modern computing. In the historical context of this binary revolution, the
works of pioneers such as Claude E. Shannon, as exemplified in “A mathematical theory of communication” [1]], were
instrumental in shaping the theoretical foundations of digital communication and computation. Furthermore, during
WWII and its aftermath, the innovations in electronic engineering, epitomized by works such as “New Directions in
Cryptography” [16], laid the groundwork for the practical application of binary representations in the emerging field
of computer science.

The ability to symbolize complex information with just two simple symbols—O0 and 1—was not merely a matter of

convenience; it was a pivotal moment in human history. This binary code, rooted in the voltage levels of electronic
circuits, became the language of computers, allowing them to process vast amounts of information and change the
world as we know it. As we journey through the history of binary representation, we gain a deeper appreciation for the
innovations that have shaped our digital landscape, and the story of 0 s and 1 s emerges as a testament to the power of
human ingenuity and technological progress.
In this work, we develop a novel method based on waves that can serve as an alternative to the classical binary one. To
be more precise, we identify a wave with a specific position of the binary representation. We demonstrate that with just
7 frequencies, we can generate 128 positions for storing each of our characters, equivalent to a 7-bit number. Therefore,
in theory, common sounds sampled at 44.1k Hz could store 1e18 (2%41¥) positions to encrypt any of the characters
that make up a string. We explicitly show how to encode/decode the HELLO WORLD string and then generalize the
method to encode/decode almost anything: text, images, videos, etc (in a series of papers). It is worth mentioning that
the wave encoding we are proposing here, can potentially be used for training Large Language Models (LLMs [17]];
i.e, ~ 1el8 parameters and simultaneously multimodal) at a cheaper cost in terms of RAM, disk usage and speed of
processing (CPU time) using the WaveBit-Computer (WBC) we also propose to build in a future research. This work
is organized as follows. In section [ we introduce the mathematical background needed to formalize our proposal. In
section III, we explain how to go from Bits to WaveBits. In section IV we develop our example of Hello World and
explain the coded/decoded process. In section V we generalized the process to prepare the terrain for more complex
objects such as image, videos and music. We present our API, and its simple usage with PYTHON code shared in a
GOOGLE COLAB NOTEBOOK. We summarize our work in section VI.

II. MATHEMATICAL ASPECTS

Let B = {0,1} C N be the binary set and 2 C N* be a closed and bounded domain such that, any point \ in 2 has
the form A = (Py,..., Py), where k = 1,..., 7. Let us take

P =P =g,
where d;, : B x B — B is the mapping on the Cartesian. We will refer to this domain €2 as the frequency domain.

Example 1. Fork:17...7,X6Qcanbewritenasal><7arrayX:(1 01001 1)1
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Let us define )\; as the corresponding position 4 in \. For example A3 = 1

Remark 1. P; = P;[p] each P; can be dependent on a certain probability p. We will discuss later how to obtain these
random values.

1 1

Example 2. In the case of p = 35, then Pi[p = 5] =1

We can construct the following vector using a mapping random generator Rgen,; : R — R, 7 =1, ..., k represents the
i-th component of the vector, then it uses a pseudorandom generator of numbers usually similar to the one in popular

interpreted language such as MATHEMATICA (or PYTHON) [18]:

Rgen = (Rgenl, e ,Rgenk)

Using the Rgen vector, we construct the following matrix

cos(2m - Rgeny - t)

cos(2m - Rgens - t
Mcos(2m - Rgen - t) = ( . 2 1)

cos(2m - Rgeny, -
and the sine matrix function is

sin(2w - Rgeny - t)

- sin(2m - Rgeng - t
Msin(2r - Rgen - t) = ( .g 2 1)

sin(2m - Rgeny. - t) ),

t € R is the time frequency. With these matrices, we can define the following functions
Definition 1. F': R — R, then for any x € R the function F is defined as
F(z) =
A Mcos(2m - Rgen - t) + B - Msin(2w - Rgen - t) =

kok
Z Z Ai cos(2m - Rgen; - t) + fB;sin(2m - Rgen,; - t)

j=1i=1

where ), 3 € Q.
Special case: If 5; =0 forall j = 1,...,k then

k
F(z) = Z Aicos(2m - Rgen; - t) = (D

i—1
(\, Mcos(2m - Rgen - t)), (2)

where (, ) represent the scalar product in the Lo norm or the Euclidean norm.

Remark 2. In a future work, much more complex norms can be considered.

Example 3. For k = 7, considering Ny x7 — (1 01001 1) and Rgen,,, = (100 101 102 103 104 105 106)

F(z) = (\, Mcos(27 - Rgen - t)) =
cos(2m - 100 - t) 4 cos(27 - 102 - t) + cos(27 - 105 - t) + cos(27 - 106 - t)



An important tool we need is the Fourier Transform

Definition 2. Let f(x) be a complex-valued function defined on the real line R. The Fourier Transform of f, denoted
as f(§), is defined as follows:

f() = / f@)e 2w dg 3)

where £ is a real number.

Definition 3. Let f (&) be a complex-valued function defined on the real line R. The Inverse Fourier Transform of f
denoted as f(x), is defined as follows:

flz) = [ f&)er e de (4)

where x is a real number.

These definitions formalize the Fourier Transform and its inverse, providing a clear mathematical basis for their
usage in the paper.

Example 4. Consider the function:
f(x) = cos(2max) + sin(27bx)

where a and b are positive real constants. Using the definition of the Fourier Transform, we have:

f(f) = /°° [COS(27rax) + Sin(2ﬂ'b;p)] e~ 2mikT g0

— 00

Now, let us calculate this integral by splitting it into two parts, one for the cosine term and one for the sine term.
For the cosine term:

/ cos(2mazx)e 24T dg

— 00

and for the sine term:

0 .
/ sin(27wbx)e ™2™ dg;
— 00

After performing these calculations, we obtain expressions for f(€) in terms of delta functions and imaginary delta
functions centered at a and —b, respectively.

In contrast, to find the inverse Fourier Transform, we need to apply the inverse Fourier Transform formula to the
expressions obtained in step 1.

For the delta functions:

fo)= [ [0t s ot ra| e ae
Similarly, for the imaginary delta functions:

)= [ |5 e -0 - ate+ v e g

After performing the calculations, we find that f(x) is a sum of cosine and sine terms with frequencies a and b,
respectively.

In the next section we will implement the tools developed here in the context of the WaveBits contrunction.



III. FROM BITS TO WAVEBITS

In this section, we develop our WaveBit proposal based on the mathematical background introduced previously. Let
us consider the wave

Wi (t) = (A, Mcos(2m - Rgen - t)) = A1 cos(27mv1t) + A cos(2mvat) + A3 cos(27vst), )

where Rgen, ., = (y1 Vo V3 V4 Vs Ug 1/7) and k = 3. A WaveBit can be constructed with the following algo-
rithm

Algorithm 1: Secret key (or waveMap in this document) Algorithm to transform the string into wave functions.
The function randomChoice() uses similar methods as in [[19]

Result: Create the secret key (map) and wave function components
for i=1,2,...,Ncpain do
for j=1,2,....k do
mask;; < randomChoice(\1 1 [4])]i]
v mask;; < mask;; - v;
if ymask;;! = 0 then

| wave(t);j < cos(2m - vmask;; - t)
else

| wave(t);; < 0
end
end

end

Now, based on that algorithm, we can represent 011 in the space of frequencies with no ambiguity. In Fig. 1 panel
a), we show the wave function generated for an interval of 0.1 secs. The details and features are clearly visible due to
the scale of the time interval. The larger k is, the richer the features (below to be called spectral features) will be the
encoding. However, at larger scales such as 1 second, all these features are hidden to the human eye (see Fig. 1, panel
b)). The resulting wave is shown in Fig. panel ¢). Following the same strategy, we can represent 001, 010, 011, and
100 as shown in Fig.

IV. 27 (128) WAVEBIT: HELLO WORLD!

Now, our purpose is to show how k& = 7 is able to cover a wide range of information in the form of a WaveBit. First,
we will demonstrate the ability of waves to represent characters or letter with the following steps: (1) We define the
group of frequencies Rgen . (2) Then we build waves based on the 2¥ combinations we are able to construct with
the existence or nonexistence of each of them. That gives us 128 possibilities to represent any and every character
forming any string (if the length of the string is N¢pain it would take (Nchain)2128 trials to decipher the string by brute
force). With these two steps we start encoding as in what follows.

A. Encoding

Let us choose a canonical string to show the encoding phase of the method. String = “Hello World!” with length
Nehain Will do the job. First split String to obtain an array of the composed characters

CharA = {H,e,1,1,0,—, W,o0,r,1.d,!}.

T3]

where the is used to represent the space, which also will be converted into a wave. At the core of the algorithm,
the set of frequencies is randomly generated (see Algo. 1):

mask;; = randomChoice(128bits;))[1]; vmask;; = mask;; - v; (6)



200 — b) oM

100
S
-100
- -200 : : . . :
300 302 304 306 308 310 30 32 34 36 38 40
time/s time/s
20+ — ¢) 011 1

10400 10500 10600 10700
Frequency/Hz

FIG. 1: a) A wave conformed by two frequencies representing one of the 8 possible representations of a number. The
011 wave is close up at only 0.1 secs. b) One full second of the same wave to see how hidden are the details with
respect to a). ¢) The Fourier transform of the wave, both real and imaginary parts.

where the index j is running over each of the characters and the index ¢ is running over the presence or not of the k

frequencies.
In Fig.[3] we show how each element in CharA (represented by a wave) as a function of time, presented chronolog-

ically, i.e., the “H” first, later the “e”, later the “1” progressively until the last character “!” .
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FIG. 2: The diversity in shapes each wave (elapse for 0.1 secs to see details) might have. In our example: a) 001, b)
010, ¢) 011, d) 100.

We perform the Fourier Transform, namely
A~ 0 .
W) = / Wi (t)e G gt ™
—00

of the wave created with Algo.1 by using Algo.2 showed below.

Finally, the encrypted string corresponds to the union operation on the Fourier transform for each of the WaveBits
presented in the sequence CharA, namely

Nchain

U CharA;, (8)

i=1

as shown in Fig. 4]
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FIG. 3: Here we coded each character in CharA as a WaveBit composed of frequencies in the group Rgen, ,, and
one of the masks present in the 2¥ combination of their presence or not in the wave. In this example, all WaveBits
have a duration of 1 sec, but different time intervals for each one are possible in principle.

Algorithm 2: Encrypting message/image/object: Here we replace the letter i by j for the imaginary part of the
Fourier transform to avoid a confusion mixing with the algorithm running index.

Result: Encrypting into WaveBit’s components

for i=1,2,...,Nchain do

CharWave(t)[i] < Zf wave(t);;

CharNwave(t)[i] < CharW ave(t)[i] i()::i'@il).m
CharFourier(v)[i] + [ e=?™3'Char Nwave(t)[i]dt

end

B. Decoding

Algorithm 3: De-encrypting / Decompressing: Here we change the letter i by j for the imaginary part of the
Fourier transform to avoid a confusion mixing with the algorithm running index. The function FindPeaks()

uses similar methods as in [20]

Result: De-encrypting into Wavebit’s components

for i=1,2,...Ncphain do

CharFourier(v)[i] + SPLIT(W,[v]) zﬁf"’ét"
PEAKmask/i] + FINDpeaks(Char Fourier(v)[i])
mask/i] < MATCHpeaks(PEAKmask][i])

Chary;) < Demapping(mask[i])

end
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FIG. 4: Unions graphical representation of each of the Fourier transform of all waveBits representing characters in
CharA. As a whole they represent the full encrypted string String. The details of the cryptographer lying on the peaks
of the plot. The whole sequence of characters is shown in blue. In dashed red is the Fourier transform of the encoded

character “e”. We plot both the real and imaginary parts of each character in the union operation.

To decode each WaveBit into the character back we make use of the previously defined waveMap (see Algo. 1). The
algorithm 3 gives the precise steps we should follow.

It is presumed some components of the encoding process are known. Bellow we show these three elements for the
letter ‘“H’. The two symbols used by B as express in section 1 are:

Bli] «— {0, 1}[i] )

with {0, 1} acting as a mask where 0 (zero) means: that the frequency does not exist and 1 (one) that: it does exist in
the WaveBit representing the character or the letter. Let ® denote pairwise multiplication of vectors, for instance ‘H’
in CharA is represented as:

Hyask :X1><7[H] ®R96n7x1 (10)

and \;x7[H] = {0,0,1,1,0,1,0}, chosen randomly from the 128 possibilities (there exists no limitation for the
characterization, only the produced map is important). Finally we convert to waves using trigonometric functions:

k
Wb[H] (t) = Z )‘iftrig(27r . Hmask[i] . t)7 (1 ])

where k = 7 (8; = 0 as special case as specified in section 1) in our example, and fi,is() can be any trigonometric
function, i.e., cos(), sin(), or a mix of the two. Formally if Hy,,sk[i] < 0 then A; <— 0 (see Algo. 1).
To go back from the Fourier transform to the character it represents, two major steps are needed:

* To find the peaks and the associated frequencies in the frequency space.



* Look for matches with the original frequencies in the waveMap.

Whenever we find a match with some tolerance, we assume the existence or nonexistence of the frequency with
which we are able to rebuild the mask of the character; i.e, in this example A x7[H] = {0,0,1,1,0,1,0}. In Fig.
we show the procedure of finding peaks in the spectra (as a function of frequency) of the string “Hello World!”

10
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FIG. 5: Finding peaks and demapping. Only shown the word “Hello” so we can visualize the details of how the
future detection of the peaks (in red points) in the Fourier transform will look like. The x-axis is the frequencies
involved in the wave construction as illustrated in section I.
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C. Building back

We find it plausible to convert any string into a wave (Fig.[6). In this section we discuss how to build back each

character composing the string.

6 . ‘
4 Hello World!
. |
§ 0 T “ ! | J‘I lm RIRLTRATAT h‘l“ “\‘ L i M‘ “ "ﬂ \“ i 'w "\i[.r“ \i‘ e il U
_2 i
_4f
200 0001 0.002 0.003 0.004 0.005 0.006

time/s

FIG. 6: The complete string “Hello World!” represented as a wave. We are able to produce enough features to
“compactify” it within a sound of 6 ms.

Because we have the map, we understand how exactly to decompose the large wave object into the smaller parts.
Algo. 3 shows the algorithm we are using to de-encrypt any wave arriving to our machine:

* We know the beginning and end of each elemental component. We extract that from the time domain wave.

* The second step is to Fourier-transform the chunk of the wave.

 The peaks will mark the frequencies, we detect them and create in reverse the Char location of peaks (ChLoPs).

 Looping the ChLoPs with the secret frequencies, reversing engineering the production of each Char mask.

 Concatenating individual elements to produce the final de-encrypted object.

12



V. GENERALIZATION

We have demonstrated that with only 7 frequencies we are able to produce 128 positions where each of our charac-
ters can be stored, equivalent to a 7-bits number. Therefore, in principle, very common sounds sampled at 44.1k Hz
might in principle store 1e18 (2[*41¥l) positions to encrypt any of the characters conforming to a string. In the time

domain, the wave will represent a sound of 1 second.
-

FIG. 7: Encryption phase of objects into pieces of waves. The object is first split into its smaller more fundamental
elements. This is followed by a mask procedure from where the creation of a secret key (map) takes place in parallel.
Finally the full final object is composed of these smaller pieces and is ready to be transmitted.

The general process to encrypt almost any object: text, images, video, etc, into waves is depicted in Figure[7] with 4
main components:

* Splitting: The map is designed to be de-encrypted into smaller objects. For instance, a whole string can be split
into individual characters or we can split into words to form a vocabulary and use it as input for training in
machine learning models.

* The application of frequency masks to these objects makes them ready to transform into waves with the auxiliary
component of the secret key or map.

13



* The production of the individual waves after application of the masks and construction of the larger composition
of the full object.

* The map serves as a connection between the encryption and de-encryption phases.

14



VI. USE OF THE API

Here, we share the Google Colab notebook to make use of the REST API: WaveBit API notebook

You have to introduce a valid email to receive a valid TOKEN. Changing the my St ring variable you codifies the
string. Whoever with the waves generated by the code or with theSeed and theNwavebit numbers will decode
the string and no-one else.

VII. CONCLUSIONS

In this work, we have developed a novel methodology to construct continuous waves that can encrypt almost any
object using generalized mathematics which represents a groundbreaking departure from the traditional binary-based
data encryption. This novel approach harnesses waveforms and frequencies to not only efficiently represent data
but also demonstrate promising advantages across various domains. Firstly, the ability to represent data using a
minimal set of frequencies is a significant achievement given that with just 7 frequencies, we can encode 128 WaveBits
effectively, highlighting the efficiency of this method in terms of data representation. Moreover, the versatility of
the methodology shown here is a key feature because it goes beyond text and has the potential to encode a wide
array of data, from images to other multimedia content. Undoubtedly, this versatility entails a lot of possibilities
for its application in diverse fields. Resource optimization is another remarkable advantage of our proposal as it
exhibits the potential to be more efficient than conventional binary-based encryption, manifesting in reduced RAM
usage, decreased disk space requirements, and potentially faster processing times. Clearly, these attributes make it
a compelling choice for resource-constrained environments. While this article primarily delves into the technical
aspects of WaveBits encryption, the security implications warrant further exploration because ensuring that encryption
can withstand common security threats and attacks is vital for its real-world adoption. In encrypting/decoding, we
find a natural ~ 1e18 available positions within common 44k Hz sounds that have the potential to serve as Spectral
Neural Networks (SNN) as possible candidates to train Large Language Models (LLMS [17]). We will deliver proof
of concepts of such ideas in a future work. Further research is required to enhance its security features, validate its
robustness, and explore potential optimizations and practical implementations.

VIII. AVAILABILITY OF DATA AND MATERIALS

All data generated or analysed during this study are included in this published article (and its supplementary
information files). To be more specific, we delivered the PDF of the code in MATHEMATICA so reviewers can
intermediately see the implemented code of the pseudo-code presented without having the actual software. And
we also provide the MATHEMATICA notebook code (.nb) so anyone with the software can run the code and see
the production of the waves and the decoding methodology. In the section ’Use of the API”, we add an extra
layer of interactivity for the reproduction of the waves, encrypting/decoding but in the shape of an API which
connects to the clouds and do the calculations for you with a simple PYTHON interface.
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